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Abstract

The planar code is at present the most promising proposal for developing fault-tolerant quantum computation. Building on the investigations of twist defects in the toric code model [1, 2], this thesis considers the possibility of constructing computational qubits by introducing dislocations in the planar code.

We review the basic properties of Majorana Fermions (MFs) and the toric code. By use of Schrieffer-Wolff perturbation theory we find that the planar code model with twist defects emerges as the low-energy sector of an array of tunnel coupled Majorana-Cooper boxes (MCBs), with the twist defects being unpaired MFs. We find that the system under investigation can be initialized, and that the MFs can be moved around in the array. By introduction of a modified, split MCB, we are able to perform braiding operations with the MFs. We calculate the Berry phase of the braiding process in two different ways, and confirm that it agrees with the expected result.

Finally, we describe how the state of the system can be measured. This is required in order to observe the non-Abelian statistics of these particles. The operations we can carry out with this system are not enough for universal quantum computation, but in combination with other techniques, such as the T-gate (a $\pi/8$-rotation), implementable through for example magic state distillation [3, 4], universality can be achieved.

Abstrakt

Fladekoden er i øjeblikket det mest lovende forslag til, hvordan man kan udvikle fejl tolerant kvanteberegning. Dette speciale bygger videre på forskningen på såkaldte vridninger i Kitaevs toruskode-model [1, 2] og undersøger muligheden for at bygge logiske qubits ved at introducere sådanne vridninger i fladekoden.


Til sidst beskriver vi, hvordan vi kan måle systemets tilstand. Dette er påkrævet for at kunne observere majoranafermionernes ikke-abelske statistik. De operationer, vi kan udføre i det pågældende system, er ikke tilstrækkelige for at kunne udføre universelle kvanteberegninger. T-porten er en $\pi/8$-rotation, og kan implementeres gennem for eksempel magic state distillation [3, 4]. I kombination med en T-port kan systemet benyttes for at opnå universel kvanteberegning.
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Introduction

Over the last decades, there has been a lot of interest in the developing field of topological phases of matter. Topological phases are not described by local order parameters and the framework of Landau symmetry-breaking theory, but rather by topological invariants that are concerned with some global property of the system.

Within condensed matter physics, the possibility of realizing Majorana bound states (MBSs) as a topological phase of matter has spurred massive research efforts. The Majorana Fermions (MFs) are of great fundamental interest and the search for them is mainly due to their exotic braiding statistics, which differ drastically from those of Bosons and Fermions [6]. Their technological potential in quantum computation is due to these statistics, and their non-local nature, which allows for robust information processing resilient to local decoherence sources.[7–10]

The idea of MFs in condensed matter systems emerged from an initial proposal by Kitaev [11]. He showed how a spinless $p$-wave superconducting chain (one-dimensional) could have topologically protected edge modes, in the form of MFs. $p$-wave superconductors have not been found in nature, and so research has attempted to mimic Kitaev’s model in more realistic systems.

Kane and Fu [12] realized that MFs might also arise as surface states of certain topological semiconductors proximitized by a superconductor. Several other proposals have been made, with various systems considered as candidates for hosting MFs [13–16]. In particular, after the work by Kane and Fu, it was suggested to use one-dimensional semiconductor wires proximitized by an $s$-wave superconductor with strong spin-orbit interaction and a magnetic field oriented along the wire axis [17, 18]. It was predicted that the presence of MFs could be detected by measuring the conductance of such semiconductor wires and finding a quantized conductance peak at the universal conductance value $2e^2/h$ [19–21].

Following a long period of theoretical dominance in the field, an experiment due to Mourik et al [22], using tunneling spectroscopy methods, found a characteristic peak in the density of states at zero energy and they concluded that they had likely seen the effect of MFs. Similar observations were shortly after made by several other groups [23–26] in InAs and InSb nanowires. Whether these results are clear indications of the presence of MFs is debated, and more recent experimental efforts have been focused on ruling out other possible sources for the so-called zero bias conductance peaks. The last years have seen great improvements in material manufacturing, and as a result, peaks
close to the universal conductance value have been found [27]. An overview of the recent progress in the field is provided by the review articles [28, 29]. A key experiment designed to distinguish between the presence of MFs and other likely, non-Majorana sources of similar peaks, has been reported recently [30]. This most recent experiment, in combination with the growing collection of other high-quality investigations give strong reason to believe that semiconductor nanowires under the right conditions host MFs. Chapter 1 of this thesis will review the basic features of MFs.

As mentioned, anyons exhibit exotic statistical evolutions. Systems that host them become topological as a result of the topological nature of these evolutions. Often, topological systems are many-body systems characterized by entangled ground states and localized quasiparticle excitations.

For two-dimensional systems, topological order manifests itself through almost degenerate ground states belonging to a topologically protected subspace of the full Hilbert space. Transformations within this subspace can manipulate information, and the statistical evolution of the quantum states can be tailored to implement quantum algorithms. It is desirable for the nearly degenerate ground states, the states used for computation, to be separated from the continuum of excited states by a gap large enough that perturbations and local noise do not cause transitions from the computational states to more energetic states, and thereby cause computational errors. [7, 31]

Kitaev’s toric code model [32] is the principal toy model exhibiting topological order. The toric code model will be reviewed in chapter 2. The present work is concerned with the planar code, which is the toric code on a surface without periodic boundary conditions. This model can be realized physically [33–35], as an array of Majorana-Cooper boxes (MCBs) [36–38] where the MBSs are tunnel coupled to those on adjacent islands. Bombín [1] has investigated twist defects in the toric code model, and Zheng, Dua and Jiang [2] have interpreted twist defects in the array of MCBs. A review and extension of this work is provided by chapter 3. In chapter 4, we consider how well-separated twist defects, which are Majorana modes in the MCB array, can be used as non-local qubits resilient to many types of decoherence, and how the planar code setup can be used to braid Majorana modes.
Chapter 1

Introduction to Majorana modes

1.1 The Kitaev chain model

Fermion mode creation and annihilation operators satisfy the relations

\[ \{c_i^\dagger, c_j\} = \delta_{ij}, \quad \{c_i^\dagger, c_j^\dagger\} = 0, \quad \{c_i, c_j\} = 0. \] (1.1)

These operators square to zero, in accordance with the exclusion principle. We can write these complex Fermion operators as linear combinations of real operators, called Majorana operators:

\[ c_n = \gamma^a_n + i\gamma^b_n, \quad c_n^\dagger = \gamma^a_n - i\gamma^b_n. \] (1.2)

Equivalently, we may write the Majorana operators as linear combinations of Fermion operators:

\[ \gamma^a_n = c_n^\dagger + c_n, \quad \gamma^b_n = i(c_n^\dagger - c_n). \] (1.3)

We see that the Majorana operators satisfy what is called the Clifford algebra:

\[ \{\gamma^i_m, \gamma^j_n\} = 2\delta_{ij}\delta_{m,n}. \] (1.4)

and that a Majorana operator is its own Hermitian conjugate. It is also evident that any Majorana operator squares to unity. When working with Fermions, we are accustomed to the number operator \(c^\dagger c\). Applying this operator to a single Fermion Fock state returns the occupation number of the state. Instead of the number operator, this thesis will mainly use the Fermion parity operator. The Fermion parity operator for a single Fermion mode can be written in terms of the Fermion creation and annihilation operators.
operators, as \(1 - 2c^\dagger c\). If the Fermion mode is unoccupied, the parity is even, and \(1 - 2c^\dagger c|0\rangle = |0\rangle\). Conversely, if it contains a Fermion, the parity is odd, and we have \(1 - 2c^\dagger c|1\rangle = -|1\rangle\). We may also express this as \((-1)^cc\). For a system containing many Fermions, the parity generalizes to

\[
P = (-1)\sum_i c_i^\dagger c_i
\]

In terms of Majorana operators, the Fermion parity operator takes the form

\[
1 - 2c_n^\dagger c_n = 1 - \frac{1}{2} (\gamma_n^a - i\gamma_n^b)(\gamma_n^a + i\gamma_n^b) = i\gamma_b\gamma_a
\]

In an isolated system, the number of particles cannot change, and the Fermion parity is conserved.

The Majorana modes come in pairs, as linear combinations of a common Fermion mode. It is possible to build a system so that a pair of Majorana modes are well separated and can be treated as individual entities. This means that the Fermion they constitute is a non-local object, which is resilient to local noise. The starting point for the realization of such a system is the Kitaev chain model [11]. Here, we take a similar approach to investigating the Kitaev chains as is done in the online course Topology in condensed matter [39].

**The Kitaev chain from a spinless \(p\)-wave superconductor**

Let us consider a one-dimensional, superconducting chain of spinless Fermions, with \(p\)-wave coupling. The Hamiltonian governing such a system is

\[
H_{SC} = -\mu \sum_{n=1}^{N} \left( c_n^\dagger c_n - \frac{1}{2} \right) - t \sum_{n=1}^{N-1} c_{n+1}^\dagger c_n + H.c + \Delta \sum_{n=1}^{N-1} c_n c_{n+1} + H.c \quad (1.5)
\]

For convenience, we number the Majorana modes, so that we have

\[
c_n = \frac{\gamma_{2n-1}^a + i\gamma_{2n}^b}{2}
\]

We reformulate the chain in terms of Majorana operators. We rewrite the hopping and superconducting pairing terms as follows:

\[
c_{n+1}^\dagger c_n = \frac{1}{4} \left( \gamma_{2n+1}^a - i\gamma_{2n+2}^b \right) \left( \gamma_{2n-1}^a + i\gamma_{2n}^b \right)
\]

\[
= \frac{1}{4} \left( \gamma_{2n+1}^a \gamma_{2n-1}^a + \gamma_{2n+2}^b \gamma_{2n}^b \right) + i \left( \gamma_{2n-1}^a \gamma_{2n+2}^b + \gamma_{2n+1}^a \gamma_{2n}^b \right)
\]

4
\[ c_n c_{n+1} = \frac{1}{4} (\gamma_{2n-1} + i \gamma_{2n}) (\gamma_{2n+1} + i \gamma_{2n+2}) \]
\[ = \frac{1}{4} (\gamma_{2n+1} \gamma_{2n-1} + \gamma_{2n+2} \gamma_{2n}) + i (\gamma_{2n-1} \gamma_{2n+2} - \gamma_{2n+1} \gamma_{2n}) \]

When we add to these terms their Hermitian conjugate, the real terms cancel, while the imaginary terms add. The Hamiltonian simplifies to

\[
H = -\frac{i\mu}{2} \sum_{n=1}^{N} \gamma_{2n-1} \gamma_{2n} - \frac{it}{2} \sum_{n=1}^{N-1} (\gamma_{2n-1} \gamma_{2n+2} + \gamma_{2n+1} \gamma_{2n}) + \frac{i\Delta}{2} \sum_{n=1}^{N-1} (\gamma_{2n-1} \gamma_{2n+2} - \gamma_{2n+1} \gamma_{2n})
\]

In the case \( t = \Delta \), the terms containing \( \gamma_{2n-1} \gamma_{2n+2} \) cancel, and we are left with

\[
H = -\frac{i\mu}{2} \sum_{n=1}^{N} \gamma_{2n-1} \gamma_{2n} - \frac{it}{2} \sum_{n=1}^{N-1} \gamma_{2n} \gamma_{2n+1} + \frac{i\Delta}{2} \sum_{n=1}^{N-1} \gamma_{2n} \gamma_{2n+1}
\]

Consider two limits of this model. If we have \( \mu \neq 0, t = \Delta = 0 \), we pair up the Majorana degrees of freedom as indicated in the topmost scenario in figure 1.1. If we however have \( \mu = 0, t = \Delta \neq 0 \), we have the scenario shown in the lower panel of figure 1.1. In this case, the Majorana modes at the end of the chain do not enter the Hamiltonian. Thus, in this phase, the chain has two zero-energy modes at its ends. These two modes in combination constitute a non-local Fermion degree of freedom.

Figure 1.1: The two extreme limits of the \( p \)-wave superconducting tight binding chain. The top figure pairs up Majorana modes from the same Fermion site and corresponds to \( \mu \neq 0, t = \Delta = 0 \). The bottom figure pairs up Majorana modes from adjacent sites and corresponds to \( \mu = 0, t = \Delta \neq 0 \).
Equivalence of superconducting chain and Ising chain

Another 1D model which is mathematically equivalent to the superconducting chain is the Ising chain. This model is described by the Hamiltonian

\[ H_{\text{Ising}} = -J \sum_{n=1}^{N-1} \sigma_n^x \sigma_{n+1}^x - h_z \sum_{n=1}^{N} \sigma_n^z \]

We will show how the superconducting chain is equivalent to the Ising chain by use of a Jordan-Wigner transformation, as outlined in [40]. We start by setting \( \Delta = \Delta^* = t = t^* = a \), with \( a \) being real. This allows us to rewrite

\[-a \sum_{n=1}^{N-1} c_{n+1}^\dagger c_n + \text{H.c} + a \sum_{n=1}^{N-1} c_n c_{n+1} + \text{H.c} = a \sum_{n=1}^{N-1} (c_n - c_n^\dagger)(c_{n+1} + c_{n+1}^\dagger).\]

We introduce the Jordan-Wigner strings which correspond to Fermion creation and annihilation operators:

\[ c_n = \left( \prod_{m=1}^{n-1} \sigma_m^z \right) \sigma_n^+, \quad c_n^\dagger = \left( \prod_{m=1}^{n-1} \sigma_m^z \right) \sigma_n^- \]

It can be checked that these operator strings fulfil the appropriate commutation relations. We find

\[ (c_n - c_n^\dagger)(c_{n+1} + c_{n+1}^\dagger) = \left( \prod_{m=1}^{n-1} \sigma_m^z \right) (\sigma_n^+ - \sigma_n^-) \left( \prod_{m=1}^{n-1} \sigma_m^z \right) (\sigma_n^z(\sigma_{n+1}^+ + \sigma_{n+1}^-)) \]

Operators on different sites commute, and so we can rearrange the string, and use the fact that the \( \sigma_z \)-operators square to one:

\[ (c_n - c_n^\dagger)(c_{n+1} + c_{n+1}^\dagger) = \left( \prod_{m=1}^{j-1} \sigma_m^z \right)^2 (\sigma_n^+ - \sigma_n^-)(\sigma_n^z(\sigma_{n+1}^+ + \sigma_{n+1}^-)) \]

\[ = (\sigma_j^+ - \sigma_j^-)(\sigma_j^z(\sigma_{j+1}^+ + \sigma_{j+1}^-)) \]

\[ = i\sigma_n^y \sigma_n^x \sigma_{n+1} \]

\[ = -\sigma_n^x \sigma_{n+1} \]

Where it has been used that the product of two Pauli matrices is

\[ \sigma^i \sigma^j = i\varepsilon_{ijk} \sigma^k + \delta_{ij} \sigma^0 \]
where $\sigma_0$ is the identity matrix of dimension 2 and $\varepsilon_{ijk}$ is the antisymmetric Levi-Civita symbol.

Using that $\sigma^\pm = (\sigma_x \pm i \sigma_y)/2$, we reformulate the summands of the first term of $H_{SC}$ as

$$c_n^\dagger c_{n+1} - 1 = \left(\prod_{m=1}^{j-1} \sigma^z_m\right)^{\frac{1}{2}} \left(\sum_n \sigma_n^+ - \frac{1}{2}\right) = \sum_n \sigma_n^+ \sigma_n^- = \frac{1}{2} \left(\sigma_x^n - i \sigma_y^n\right)\left(\sigma_x^n + i \sigma_y^n\right) - \frac{1}{2} = i[\sigma_y^n, \sigma^z_n] = \sigma_n^z$$

Inserting this result and that of eq. 1.6 into $H_{SC}$, we get

$$-\mu \sum_{n=1}^{N} \sigma_n^z - a \sum_{n=1}^{N-1} \sigma_n^x \sigma_{n+1}^x$$

And see that this is equivalent to $H_{Ising}$ for $\mu = J$ and $a = h_z$.

1.1.1 Investigating the end-modes

In order to find the form of the spinless superconducting chain Hamiltonian in the momentum representation, we proceed by writing it on Bogoliubov-de Gennes form. Introduction of a Nambu spinor, $C^\dagger = (c_1^\dagger, \ldots, c_N^\dagger, c_1^\dagger, \ldots, c_N^\dagger)$, containing creation and annihilation operators, enables us to write $H = \frac{1}{2} C^\dagger H_{BdG} C$. This doubles the dimensions of the matrix representation of the Hamiltonian by inclusion of the hole degrees of freedom. As the holes arise from doubling the Hamiltonian, no new information is contained by them. They are therefore related to the electrons by particle-hole symmetry. Introducing Pauli operators $\tau_i$ that operate on the particle-hole space, we can write the Hamiltonian kernel, $H_{BdG}$, compactly as

$$H_{BdG} = -\sum_n \mu \tau_z \otimes |n\rangle\langle n| - \sum_n \left(\tau_z + i \Delta \tau_y\right) \otimes |n\rangle\langle n| + H.c.$$.

In the momentum representation this takes the form

$$H_{BdG} = -\sum_k \left[\left(\mu + 2t \cos(k)\right) \tau_z - 2\Delta \sin(k) \tau_y\right] \otimes |k\rangle\langle k|,$$

and the energies take the form

$$E(k) = \pm \sqrt{(2t \cos(k) + \mu)^2 + 4\Delta^2 \sin^2(k)}.$$
For most values of these parameters, the spectrum is gapped. If \( \mu = -2t \), we see that there is a degeneracy for \( k = 0 \). Similarly, the gap closes at \( k = \pi \) for \( \mu = 2t \). It is these gap closings and openings which separate the topological and trivial phases. One way to see this, is to consider how the Hamiltonian behaves, close to the gap closing points. We expand \( H_{BdG} \) to linear order in the vicinity of \( k = 0 \) to obtain

\[
H_{BdG} \simeq -(2t + \mu)\tau_z + 2\Delta k\tau_y
\]

This Hamiltonian is linear in momentum, and is for this reason nicknamed a Dirac Hamiltonian. If we label \( -(2t + \mu) \) by \( m \), in analogy with a mass term, we see that the point where \( m \) changes sign is the point where the system goes from the topological to the trivial phase. At \( m = 0 \), the gap is closed, while for \( m \) negative or positive in the vicinity of this point, the system is gapped. For the case \( m = 0 \), the chain is at the transition point from the topological to the trivial phase, and hosts Majorana Fermions with zero energy. To find these modes, we can solve the time-independent Schrödinger equation. If we rewrite the linearized Hamiltonian in the position representation, we have

\[
H_{BdG} \simeq m(x)\tau_z - i2\Delta \partial_x \tau_y
\]

And \( H\Psi(x) = 0\Psi(x) \) becomes

\[
0 = m(x)\tau_z - i2\Delta \partial_x \tau_y \Psi(x) \Rightarrow \frac{m(x)}{i2\Delta} \tau_z \Psi(x) = \tau_y \partial_x \Psi(x) \Leftrightarrow \frac{m(x)}{2\Delta} \tau_x \Psi(x) = \partial_x \Psi(x).
\]

The wave function is an eigenstate of \( \tau_x \), and we find it as

\[
\Psi(x) \propto \left( \frac{1}{\pm 1} \right) \exp \left( \pm \int_0^x \frac{m(x')}{2\Delta} dx' \right)
\]

One of the solutions is normalizable. Which one depends on how \( m(x) \) changes sign. We know that \( m(x) \) changes sign when the system goes from the trivial to the topological phase and \textit{vice versa}, and so there must always be a zero-energy mode at such a domain wall.

### 1.1.2 Making the model physical

The Kitaev chain is not a physically realizable model, as it contains spinless fermions. The model can be modified, so that it becomes realistic. The approach to this problem is presented in several sources, for example in the introductory exposition \cite{5}. Here we start from the Hamiltonian kernel
\[ H = \left( \frac{k^2}{2m} + \alpha \sigma_y k - \mu \right) \tau_z + B \sigma_z + \Delta \tau_x. \]

We will look at this Hamiltonian term by term, and see how it retains the topological band structure necessary for the appearance of unpaired Majorana modes, even when it is dressed with physical phenomena. The Kitaev chain Hamiltonian of eq. 1.8 can be expanded to second order to yield

\[ H_{\text{BdG}} \simeq \sum_k \left[ \left( \frac{k^2}{2m} - (\mu + 2t) \right) \tau_z - 2\Delta k \tau_y \right] \otimes |k\rangle \langle k| \]

with \( m \) being the effective mass resulting from the expansion. Similarly to how the dimension of the Hilbert space increased when we added the hole degrees of freedom, the inclusion of spin degrees of freedom has the same effect. By addition of a magnetic field \( B \), here in the \( z \)-direction, the two spin bands are split, and with a large enough magnetic field, one spin species is topological, while the other one will be trivial.

The spin-orbit coupling term \( \alpha \sigma_y k \) breaks conservation of spin projection in the \( z \)-direction, which otherwise would be there due to the fact that the Hamiltonian would commute with \( \sigma_z \). These two effects, in combination with a physically realistic superconducting \( s \)-wave pairing, will effectively make the pairing \( p \)-wave, which is the kind of pairing we saw in \( H_{SC} \). Referring to figure 1.2, borrowed from [5], we see how the energy bands change when we introduce the various effects.
1.2 Majorana modes and Pauli two-component representations

In this section, we will explain a standard method for constructing a logical qubit from four Majorana modes. Initially, we consider a system of four Majorana modes. We can construct Fermion modes from these Majorana modes, by pairing them up in various ways, as shown in figure 1.3.

We write the six possible Fermion modes in terms of Majorana modes:

\[ c_{ab} = \frac{\gamma_a + i \gamma_b}{2}, \quad \gamma_a = c_{ab} + c_{ab}^\dagger, \quad \gamma_b = i(c_{ab}^\dagger - c_{ab}) \]  

As mentioned in the previous subsection, the total number of occupied Fermion modes must remain unchanged in an isolated system. If we consider the four Majoranas as an isolated system, the total Fermion parity must be conserved. This statement is
true, independent of how we construct Fermion modes from Majorana modes. This means that a unitary mapping from the basis spanned by occupation number states of modes \( \{c_{12}, c_{34}\} \) to the one spanned by \( \{c_{14}, c_{23}\} \) must preserve the total Fermion parity. A parity operator can in general be written in terms of Majorana operators as:

\[
1 - 2c_{ab}^\dagger c_{ab} = 1 - \frac{1}{2}(\gamma_a - i\gamma_b)(\gamma_a + i\gamma_b) = -\frac{1}{2}(-i\gamma_b\gamma_a + i\gamma_a\gamma_b) = i\gamma_b\gamma_a
\]

Symbolically we have

\[
(1 - 2c_{12}^\dagger c_{12})(1 - 2c_{34}^\dagger c_{34})|\Psi\rangle = (1 - 2c_{14}^\dagger c_{14})(1 - 2c_{23}^\dagger c_{23})|\Psi\rangle
\]

\[
(i\gamma_2\gamma_1)(i\gamma_4\gamma_3)|\Psi\rangle = (i\gamma_4\gamma_1)(i\gamma_3\gamma_2)|\Psi\rangle
\]

\[
\gamma_1\gamma_2\gamma_3\gamma_4|\Psi\rangle = \gamma_1\gamma_2\gamma_3\gamma_4|\Psi\rangle
\]

where we note that the total Fermion parity for such a four-Majorana system is given by the operator \( \gamma_1\gamma_2\gamma_3\gamma_4 \).

As the total Fermion parity is conserved, we may split the system into even and odd parity sectors. We let subscripts on the occupation numbers denote which Fermion mode they correspond to: a state \( |0_{12}0_{34}\rangle \), in the basis spanned by occupation number states of \( \{c_{13}, c_{24}\} \), must be a linear combination of \( |0_{13}0_{24}\rangle \) and \( |1_{13}1_{24}\rangle \).

When we split the problem into even and odd parity sectors, each sector constitutes a two level system. We define

\[
|0_{12}0_{34}\rangle \equiv |0_{even}\rangle, \quad |1_{12}1_{34}\rangle \equiv |1_{even}\rangle,
\]

\[
|0_{12}1_{34}\rangle \equiv |0_{odd}\rangle, \quad |1_{12}0_{34}\rangle \equiv |1_{odd}\rangle.
\]

For concreteness, we now consider the even parity sector, and map the two-level system into the familiar algebra of pseudo-spin states. Based on its effect on the pseudo-spin states, we associate \( i\gamma_2\gamma_1 \) with the Pauli \( z \)-operator, \( \sigma_z \):

\[
|0_{12}0_{34}\rangle \equiv |0_{even}\rangle, \quad |1_{12}1_{34}\rangle \equiv |1_{even}\rangle,
\]

\[
|0_{12}1_{34}\rangle \equiv |0_{odd}\rangle, \quad |1_{12}0_{34}\rangle \equiv |1_{odd}\rangle.
\]
\[ i \gamma_2 \gamma_1 | \uparrow \rangle = -(c_{12}^\dagger - c_{12})(c_{12}^\dagger + c_{12})|0_{12}0_{34}\rangle = c_{12}c_{12}^\dagger |0_{12}0_{34}\rangle = |0_{12}0_{34}\rangle \\
\[ i \gamma_2 \gamma_1 | \downarrow \rangle = -(c_{12}^\dagger - c_{12})(c_{12}^\dagger + c_{12})|1_{12}1_{34}\rangle = -c_{12}c_{12}^\dagger |1_{12}1_{34}\rangle = -|1_{12}1_{34}\rangle \\
\]

The operator \( i \gamma_4 \gamma_3 \) accomplishes the same, by extracting the parity of the Fermion mode \( c_{34} \). In the even parity sector, these two expressions for the \( \sigma_z \)-operator are equivalent. The total Fermion parity for the even sector is

\[(i \gamma_2 \gamma_1)(i \gamma_4 \gamma_3)|\Psi\rangle = |\Psi\rangle \]
\[(i \gamma_2 \gamma_1)|\Psi\rangle = (i \gamma_4 \gamma_3)|\Psi\rangle \]

while for the odd parity sector, we have

\[(i \gamma_2 \gamma_1)(i \gamma_4 \gamma_3)|\Psi\rangle = -|\Psi\rangle \]
\[(i \gamma_2 \gamma_1)|\Psi\rangle = -(i \gamma_4 \gamma_3)|\Psi\rangle \]
\[(i \gamma_2 \gamma_1)|\Psi\rangle = (i \gamma_3 \gamma_4)|\Psi\rangle \].

We see that the two equivalent forms of the \( \sigma_z \)-operator in the odd sector are \( i \gamma_2 \gamma_1 \) and \( i \gamma_3 \gamma_4 \).

In the even sector, we can represent the \( \sigma_x \)-operator by \( i \gamma_4 \gamma_1 \), as this operator flips the pseudo-spins:

\[ i \gamma_4 \gamma_1 | \uparrow \rangle = -(c_{34}^\dagger - c_{34})(c_{12}^\dagger + c_{12})|0_{12}0_{34}\rangle = -c_{34}c_{12}^\dagger |0_{12}0_{34}\rangle = |1_{12}1_{34}\rangle \\
\[ i \gamma_4 \gamma_1 | \downarrow \rangle = -(c_{34}^\dagger - c_{34})(c_{12}^\dagger + c_{12})|1_{12}1_{34}\rangle = c_{34}c_{12}^\dagger |1_{12}1_{34}\rangle = |0_{12}0_{34}\rangle. \]

The operator \( i \gamma_3 \gamma_2 \) has the same effect, and these two expressions for the \( \sigma_x \)-operator are equivalent. In the odd subspace, the two equivalent expressions for this operator are \( i \gamma_1 \gamma_4 \) and \( i \gamma_3 \gamma_2 \).

Recalling the product of two Pauli matrices, as given by eq. 1.7, we can find the form of the \( \sigma_y \)-operator as \( i \sigma_x \sigma_z = i(i \gamma_4 \gamma_1)(i \gamma_2 \gamma_1) = i \gamma_4 \gamma_2 \), or equivalently, \( i \gamma_1 \gamma_3 \). The effect of this operator on the pseudo-spin states is as we expect:

\[ i \gamma_4 \gamma_2 | \uparrow \rangle = -i(c_{34}^\dagger - c_{34})(c_{12}^\dagger - c_{12})|0_{12}0_{34}\rangle = -ic_{34}c_{12}^\dagger |0_{12}0_{34}\rangle = i|1_{12}1_{34}\rangle \\
\[ i \gamma_4 \gamma_2 | \downarrow \rangle = -i(c_{34}^\dagger - c_{34})(c_{12}^\dagger - c_{12})|1_{12}1_{34}\rangle = -ic_{34}c_{12}^\dagger |1_{12}1_{34}\rangle = -i|0_{12}0_{34}\rangle. \]

In the odd subspace, the two equivalent expressions for this operator are \( i \gamma_2 \gamma_4 \) and \( i \gamma_1 \gamma_3 \).

In summary, we have found that for the even subspace, we have
while for the odd subspace, we have

$$\begin{align*}
\sigma_z &\equiv i \gamma_2 \gamma_1 \equiv i \gamma_4 \gamma_3, \\
\sigma_x &\equiv i \gamma_4 \gamma_1 \equiv i \gamma_3 \gamma_2, \\
\sigma_y &\equiv i \gamma_4 \gamma_2 \equiv i \gamma_1 \gamma_3
\end{align*}$$

(1.10)

1.2.1 Basis transformations

In order to be able to transform between the different bases, we proceed to find expressions for states in the bases \(\{c_{13}, c_{24}\}, \{c_{14}, c_{23}\}\) as linear combinations of states in the basis \(\{c_{12}, c_{34}\}\). As the total fermion parity is independent of the basis choice, we have that an even parity state in one basis must be a linear combination of even parity states of the other bases.

We identified \(\sigma_y \equiv i \gamma_1 \gamma_3\), because \(i \gamma_1 \gamma_3 |0_{12}0_{34}\rangle = i |1_{12}1_{34}\rangle\). Due to parity conservation \(|0_{12}0_{34}\rangle = \alpha |0_{13}0_{24}\rangle + \beta |1_{13}1_{24}\rangle\). We see that the operator \(c_{13}^\dagger c_{13}\) projects \(|0_{12}0_{34}\rangle\) onto \(|\beta |1_{13}1_{24}\rangle\), as

$$c_{13}^\dagger c_{13} |0_{12}0_{34}\rangle = c_{13}^\dagger c_{13} (\alpha |0_{13}0_{24}\rangle + \beta |1_{13}1_{24}\rangle) = 0 + \beta |1_{13}1_{24}\rangle$$

We rewrite the parity operator in terms of Fermion operators. In accordance with 1.9, we see that

$$2c_{13}^\dagger c_{13} - 1 = \frac{1}{2} (\gamma_1 - i \gamma_3)(\gamma_1 + i \gamma_3) - 1 = i \gamma_1 \gamma_3$$

Inserting this in the equality \(i \gamma_1 \gamma_3 |0_{12}0_{34}\rangle = i |1_{12}1_{34}\rangle\), we find

$$\begin{align*}
2c_{13}^\dagger c_{13} |0_{12}0_{34}\rangle - 1 &\equiv i |1_{12}1_{34}\rangle \\
2c_{13}^\dagger c_{13} |0_{12}0_{34}\rangle &\equiv |0_{12}0_{34}\rangle + i |1_{12}1_{34}\rangle \\
2c_{13}^\dagger c_{13} (\alpha |0_{13}0_{24}\rangle + \beta |1_{13}1_{24}\rangle) &\equiv |0_{12}0_{34}\rangle + i |1_{12}1_{34}\rangle \\
2\beta |1_{13}1_{24}\rangle &\equiv |0_{12}0_{34}\rangle + i |1_{12}1_{34}\rangle
\end{align*}$$

$$\begin{align*}
(2c_{13}^\dagger c_{13} - 1) |1_{12}1_{34}\rangle &\equiv -i |0_{12}0_{34}\rangle \\
(-2c_{13}^\dagger c_{13} + 1) |1_{12}1_{34}\rangle &\equiv -i |0_{12}0_{34}\rangle \\
-2c_{13}^\dagger c_{13} (\alpha |0_{13}0_{24}\rangle + \beta' |1_{13}1_{24}\rangle) &\equiv -i |0_{12}0_{34}\rangle - |1_{12}1_{34}\rangle \\
2\alpha' |0_{13}0_{24}\rangle &\equiv i |0_{12}0_{34}\rangle + |1_{12}1_{34}\rangle
\end{align*}$$
If we normalize these states, we see that the matrix connecting the states in the number basis of \((c_{12}, c_{34})\) and \((c_{13}, c_{24})\) must be

\[
U_{12 \rightarrow 13} = \sqrt{\frac{1}{2}} \begin{pmatrix} i & 1 \\ 1 & i \end{pmatrix}
\]

We repeat this for the equality \(i \gamma_4 \gamma_1 |0_{12}0_{34}\rangle = |1_{12}1_{34}\rangle\):

\[
-(2c_{14}^\dagger c_{14} - 1)|0_{12}0_{34}\rangle = |1_{12}1_{34}\rangle \\
-2c_{14}^\dagger c_{14}|0_{12}0_{34}\rangle = -|0_{12}0_{34}\rangle + |1_{12}1_{34}\rangle \\
-2c_{14}^\dagger c_{14}(\delta|0_{14}0_{23}\rangle + \epsilon|1_{14}1_{23}\rangle) = -|0_{12}0_{34}\rangle + |1_{12}1_{34}\rangle \\
-2\epsilon|1_{14}1_{23}\rangle = -|0_{12}0_{34}\rangle + |1_{12}1_{34}\rangle \\
-(2c_{14}^\dagger c_{14} - 1)|1_{12}1_{34}\rangle = |0_{12}0_{34}\rangle \\
2c_{14}c_{14}^\dagger - 1|1_{12}1_{34}\rangle = |0_{12}0_{34}\rangle \\
2c_{14}c_{14}^\dagger|1_{12}1_{34}\rangle = |0_{12}0_{34}\rangle + |1_{12}1_{34}\rangle \\
2c_{14}c_{14}^\dagger(\delta'|0_{14}0_{23}\rangle + \epsilon'|1_{14}1_{23}\rangle) = |0_{12}0_{34}\rangle + |1_{12}1_{34}\rangle \\
2\delta'|0_{14}0_{23}\rangle = |0_{12}0_{34}\rangle + |1_{12}1_{34}\rangle
\]

Taking the phase factors \(\delta'\) and \(\epsilon\) to be positive, we see that the matrix connecting the states in the number basis of \((c_{12}, c_{34})\) and \((c_{14}, c_{23})\) must be

\[
U_{12 \rightarrow 14} = \sqrt{\frac{1}{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\]

The matrix connecting the states in the number basis of \((c_{14}, c_{23})\) and \((c_{13}, c_{24})\) can then be found as

\[
U_{13 \rightarrow 14} = U_{13 \rightarrow 12} U_{12 \rightarrow 14} = U_{12 \rightarrow 13} U_{12 \rightarrow 14} = \frac{1}{2} \begin{pmatrix} 1 - i & -1 - i \\ 1 - i & 1 + i \end{pmatrix}
\]

\[
i \gamma_i \gamma_j = U_{kl \rightarrow ij} \gamma_k \gamma_l U_{kl \rightarrow ij}^\dagger (1.12)
\]

We can visualize these unitary operators as rotations on the Bloch sphere. We label a rotation operator which rotates a state on the Bloch sphere by \(\phi\) radians about a unit axis \(\mathbf{n}\) as \(R(\mathbf{n}, \phi, \theta)\).
\( \mathbf{R}(\mathbf{n}, \phi, \theta) = \exp(i\theta) \exp \left( -\frac{i\mathbf{n} \cdot \mathbf{n}\phi}{2} \right) = e^{i\theta} \begin{bmatrix} \sigma_0 \cos \left( \frac{\phi}{2} \right) - i \sigma \cdot \mathbf{n} \sin \left( \frac{\phi}{2} \right) \end{bmatrix} \)  

(1.13)

We define the three axes

\( \mathbf{n}_{12\rightarrow13} = (1, 0, 0), \quad \mathbf{n}_{12\rightarrow14} = \sqrt{\frac{1}{2}}(1, 0, 1), \quad \mathbf{n}_{13\rightarrow14} = \sqrt{\frac{1}{3}}(1, 1, 1), \)

which allows us to write

\[
\begin{align*}
U_{12\rightarrow13} &= \mathbf{R}(\mathbf{n}_{12\rightarrow13}, \pi/2, \pi/2) = i \sigma_0 + \sigma_x \\
U_{12\rightarrow14} &= \mathbf{R}(\mathbf{n}_{12\rightarrow14}, \pi, -\pi/2) = \sqrt{\frac{1}{2}}(\sigma_x + \sigma_z) \\
U_{13\rightarrow14} &= \mathbf{R}(\mathbf{n}_{13\rightarrow14}, 2\pi/3, 0) = \frac{1}{2}(\sigma_0 - i(\sigma_x + \sigma_y + \sigma_z)).
\end{align*}
\]

In the even sector, these unitary transformation operators can be written in terms of Majorana operators by substituting the Pauli operators by parity operators according to 1.10. As an example, we consider the transformation

\[
U_{12\rightarrow14}i\gamma_3\gamma_2 U_{12\rightarrow14} = \frac{1}{2}(i \gamma_4 \gamma_1 + i \gamma_4 \gamma_3)i \gamma_3 \gamma_2 (i \gamma_4 \gamma_1 + i \gamma_4 \gamma_3)
\]

\[
= \frac{1}{2}(i \gamma_3 \gamma_2 - 2i \gamma_1 \gamma_2 - i \gamma_3 \gamma_2) = i \gamma_2 \gamma_1
\]

which clearly rotates the parity operator in the number basis of \((c_{14}, c_{23})\) into that in the number basis of \((c_{12}, c_{34})\).

**Phase freedom**

It is important to note that these basis transformation matrices are only defined up to some phase factors. To see this, consider two vectors containing the states of a two-level system in different bases. Some transformation matrix connects the two bases. Consider as an example the expression of spin states along some direction \(\alpha\) expressed in terms of spin states along the same direction \(\beta\):

\[
\begin{pmatrix} |0\alpha\rangle \\ |1\alpha\rangle \end{pmatrix} = U_{\beta\rightarrow\alpha} \begin{pmatrix} |0\beta\rangle \\ |1\beta\rangle \end{pmatrix}
\]

We can attach a global phase to each state, on both sides of the equation, and for these two-component vectors this corresponds to multiplication by the following unitary matrices.
\[ e^{i\alpha_1} \begin{pmatrix} 1 & 0 \\ 0 & e^{i\alpha_2} \end{pmatrix} \begin{pmatrix} |0\rangle^\alpha \\ |1\rangle^\alpha \end{pmatrix} = U_{\beta \leftarrow \alpha} e^{i\beta_1} \begin{pmatrix} 1 & 0 \\ 0 & e^{i\beta_2} \end{pmatrix} \begin{pmatrix} |0\rangle^\beta \\ |1\rangle^\beta \end{pmatrix} \]

If we now shift this phase freedom into the transformation operator, it takes the general form (here we take \( U_{\beta \leftarrow \alpha} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \)):

\[ U'_{\beta \leftarrow \alpha} = e^{-i\alpha_1} \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\alpha_2} \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} e^{i\beta_1} \begin{pmatrix} 1 & 0 \\ 0 & e^{i\beta_2} \end{pmatrix} = e^{i(\beta_1 - \alpha_1)} \begin{pmatrix} a & b e^{i\beta_2} \\ c e^{-i\alpha_2} & d e^{i(\beta_2 - \alpha_2)} \end{pmatrix} \]

The set of transformation operators \( \{U_{\gamma \leftarrow \beta}, U_{\alpha \leftarrow \beta}, U_{\gamma \leftarrow \alpha}\} \) is defined only up to the set of these phase parameters.

If we interpret the Majorana Fermions as Ising anyons, as presented in for example [31], these basis transformations are related to the fusion matrix for the Ising anyons. Up to an exchange of the basis vectors, the fusion matrix is equivalent to \( U_{12 \rightarrow 14} \). If we interpret the Majorana modes thus, it is customary to take \( \alpha_1 = \beta_1 = 0 \) and \( \alpha_2 = \beta_2 \) to get consistency in the fusion equations.

### 1.3 Braiding

Let us again consider four Majorana modes, defined by

\[ c_{12} = \frac{\gamma_1 + i\gamma_2}{2}, \quad c_{34} = \frac{\gamma_3 + i\gamma_4}{2}. \]

We wish to exchange two Majorana modes \( \gamma_i \) and \( \gamma_j \). If we exchange two Majorana particles adiabatically, the state of the system, \( |\psi\rangle \), changes accordingly. The change is described by a unitary evolution operator \( U \) so that \( |\psi\rangle \rightarrow U|\psi\rangle \). For the general case, we do not know the details of the Hamiltonian which governs the time evolution of the system, but by other considerations we can elucidate the form of \( U \). [7, 41]

The transformation cannot change the total fermion parity, and for this reason, it must commute with the total fermion parity operator. We also assume that the transformation operator does not depend on the Majorana operators for modes other than those that are exchanged. As it must commute with the total fermion parity, it must contain the product of the operators for the exchanged modes. The parity operator \( i\gamma_i\gamma_j \) is Hermitian, and thus an operator \( \exp(i(i\gamma_i\gamma_j)) \) would be unitary. The most general form \( U \) can take, up to a phase, is then \( U = \exp(\alpha\gamma_i\gamma_j) \). Keeping in mind that \((\gamma_i\gamma_j)^2 = -1\) we can rewrite this as
\[ U = \exp(\alpha \gamma_i \gamma_j) = \sum_{n} \frac{1}{n!} \alpha^n (\gamma_i \gamma_j)^n \]
\[ = \sum_{n} \frac{1}{(2n)!} \alpha^{2n} [\gamma_i \gamma_j]^n + \sum_{n} \frac{1}{(2n + 1)!} \alpha^{2n+1} (-1)^n (\gamma_i \gamma_j) \]
\[ = \cos(\alpha) + \gamma_i \gamma_j \sin(\alpha) \]

In the Heisenberg picture, the time dependent operators are given by

\[ \gamma_i \rightarrow U \gamma_i U^\dagger = (\cos(\alpha) + \gamma_i \gamma_j \sin(\alpha))\gamma_i (\cos(\alpha) \gamma_i \gamma_j \sin(\alpha)) \]
\[ = \gamma_i \cos^2(\alpha) - \gamma_j \sin^2(\alpha) - 2\gamma_j \sin(\alpha) \cos(\alpha) \]
\[ = \gamma_i \cos(2\alpha) - \gamma_j \sin(2\alpha) \]
\[ \gamma_j \rightarrow U \gamma_j U^\dagger = \gamma_j \cos(2\alpha) + \gamma_i \sin(2\alpha) \]

When a time \( T \) has passed, so that \( \gamma_i \) and \( \gamma_j \) have been interchanged, we see that \( \alpha \) must take the value \( \pm \pi/4 \) for the evolution to be correct. If we pick the positive value, we have the exchange

\[ \gamma_i \rightarrow -\gamma_j \]
\[ \gamma_j \rightarrow \gamma_i. \]

For a complete exchange the time evolution operator then takes the form

\[ U_{ij} = \exp(\pm i \frac{\pi}{4} \gamma_i \gamma_j) = 1 \pm \gamma_i \gamma_j \]

By the association rules (eq. 1.10) between parity operators and Pauli operators in the even parity subspace, we can write the braiding operators as

\[ U_{12} = \exp(\mp i \frac{\pi}{4} \sigma_z) \]
\[ U_{13} = \exp(\mp i \frac{\pi}{4} \sigma_y) \]
\[ U_{23} = \exp(\mp i \frac{\pi}{4} \sigma_x). \]

Where the sign depends on the 'chirality' of the exchange, a concept we return to in more detail later. Expressing the operators in this form facilitates visualization of how the braiding operations rotate the states on the Bloch sphere.
We can also write the evolution operator in the basis \{\ket{012034}, \ket{112134}, \ket{012134}, \ket{112034}\}. This allows to collect information about the even and odd subspaces in one matrix. In this basis, all the evolution operators will be block diagonal, as they do not mix the even and odd parity sectors. The evolution operator associated with the braiding of \(\gamma_1\) and \(\gamma_2\) consists of two blocks. For this pair of Majorana modes, the blocks are identical, as the operator \(i\gamma_2\gamma_1\) is associated with \(\sigma_z\) both for the even and odd subspaces.

\[
U_{12} = \begin{pmatrix}
e^{-i\pi/4} & 0 & 0 & 0 \\
0 & e^{i\pi/4} & 0 & 0 \\
0 & 0 & e^{-i\pi/4} & 0 \\
0 & 0 & 0 & e^{i\pi/4}
\end{pmatrix}.
\]

Consider then the evolution operator for the exchange of \(\gamma_2\) and \(\gamma_3\). For the even subspace, we associated \(\sigma_x \equiv i\gamma_3\gamma_2\). The block for the even subspace therefore takes the form \(\exp(-\pi \gamma_3\gamma_2/4) = \exp(i\pi \sigma_x/4)\). The association for the odd subspace is the same, and the braiding operator takes the form :

\[
U_{23} = \sqrt{\frac{1}{2}} \begin{pmatrix}
1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & -1 & 1
\end{pmatrix}.
\]

The last evolution operator exchanges \(\gamma_3\) and \(\gamma_4\). The even subspace block takes the form \(\exp(-i\pi \sigma_z/4)\), while the odd subspace block is \(\exp(i\pi \sigma_z/4)\):

\[
U_{34} = \begin{pmatrix}
e^{-i\pi/4} & 0 & 0 & 0 \\
0 & e^{i\pi/4} & 0 & 0 \\
0 & 0 & e^{i\pi/4} & 0 \\
0 & 0 & 0 & e^{-i\pi/4}
\end{pmatrix}.
\]

From these three matrices, all exchange operations can be composed.
Chapter 2

The toric and planar code models

2.1 The toric code model

With his celebrated connection of quantum error correction codes to a physical many-body system, Kitaev [32] opened the field of topological quantum computation. His toric code is defined on a square lattice wrapped on a torus. We will now consider some important aspects of this model.

Consider a square lattice, with qubits (some two-level system, which for concreteness can be thought of as a spin-half particle) on the links of the lattice. Hereafter we refer to these two-level systems simply as spins. The Hamiltonian of the system, in Kitaev’s original description, is given by

\[ H = -\sum_v A(v) - \sum_p B(p). \]  

(2.1)

The four-body vertex interaction term is given by \( A(v) = \sigma_{v,1}^x \sigma_{v,2}^x \sigma_{v,3}^x \sigma_{v,4}^x \), where the Pauli operators refer to the four spins surrounding a vertex \( v \). The four-body plaquette interaction term is given by \( B(p) = \sigma_{p,1}^z \sigma_{p,2}^z \sigma_{p,3}^z \sigma_{p,4}^z \), where the Pauli operators refer to the four spins surrounding a plaquette \( p \). Such plaquette and vertex terms are shown in 2.1.

As two neighbouring vertex and plaquette operators share an even number (two) of anticommuting operators, they commute. All vertex and plaquette operators therefore commute. Symbolically, we write \([A_i, A_j] = [B_i, B_j] = [A_i, B_j] = 0\). The terms commute with the Hamiltonian. Due to this, they can be replaced by their eigenvalues. The ground state of the model is characterized by the condition that the vertex and plaquette operators all have eigenvalue 1, as this minimizes the energy. We will now find the ground state of the model, before we consider the more symmetric reformulation of the model, due to Wen. [42]

If we work in the \( z \)-basis, the requirement on the plaquette operators is satisfied if an even number of spins surrounding a plaquette are aligned in the \( z \)-direction. Imagine the case where all spins are aligned with the negative \( z \)-direction. \( B(p) \) would then be 1 for all plaquettes. Consider then having two or four spins surrounding a plaquette
aligned in the positive $z$-direction. For all plaquette operators to now have the value 1, the neighbouring plaquettes must also have an even number of spins aligned in the positive $z$-direction. It is evident that the spins aligned in the positive $z$-direction must form closed loops in the background of spins in the negative $z$-direction.

A vertex operator, $A(v)$, will flip all the spins surrounding the vertex it is applied to. The new state satisfies the condition $B(p) = 1$, but it is a different state from the one prior to the application of the vertex operator. Applying vertex operators on vertices close to one another can create loops of spins oriented oppositely to the background.

The ground state of the surface code is a linear combination of such loops, oriented oppositely to the background. These closed loops are equally weighted in the superposition. This state will have the eigenvalue 1 for all plaquette operators, and the application of a vertex operator will transform a loop state $|l\rangle$ into a loop state $|l'\rangle$ while conversely, the state $|l'\rangle$ is transformed into $|l\rangle$. As both loops are included in the ground state, the ground state is also an eigenstate of the vertex operators.

To create this superposition of different loop states, we use that a loop may be constructed by using different vertex operators. To see this more clearly, consider two neighbouring vertices. In a background of spins aligned in the negative $z$-direction, a vertex operator would create a small loop of four spins in the positive $z$-direction. Applying the neighbouring vertex operator would extend the loop, and by application of a series of vertex operators, arbitrarily shaped loops could be created. We note that these loops would be contractible. The opposite would be non-contractible loops, by which we mean loops that encircle the torus in either the poloidal or toroidal direction, and cannot be constructed, only deformed, by application of vertex operators. With this in mind, we see that the ground state for the toric code model can be written as

\[ |\Psi\rangle = \sum_{l} c_l |l\rangle \]

where $c_l$ are coefficients and $|l\rangle$ are loop states.
\[ |\psi\rangle = \prod_p \sqrt{\frac{1}{2}} (I + B(p)) |\alpha\rangle, \]

where the state \( |\alpha\rangle \) is the state with all spins aligned with the negative \( z \)-direction. Wen’s reformulation of the model brings the Hamiltonian to a more symmetric form:

\[ H = -\sum_r A_r, \quad A_r \equiv \sigma_r^x \sigma_{r+i}^z i \sigma_{r+i+j}^x \sigma_{r-j}^z \]

with \( i = (1, 0) \) and \( j = (0, 1) \). One such plaquette operator is shown in figure 2.2. To go from Kitaev’s original formulation to the form above, we rotate the lattice by \( \pi/4 \) rad, and perform basis rotations along every other lattice diagonal. Specifically, the unitary mapping \( U = \sqrt{\frac{1}{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \) is applied to all vertices along the horizontal links in Kitaev’s model. In order to treat the Wen model efficiently, we let \( k = (i, j) \) index the spins on the vertices of the lattice. A plaquette operator \( A_k \) squares to one, and has eigenvalues \( \pm 1 \). These eigenvalues can be written \( e^{im\pi} \) where \( n \) takes one of the two values \( \{0, 1\} \). If the plaquette is not excited, \( n = 0 \), while if it is excited, \( n = 1 \). The ground state must be characterized by \( A_k = 1 \) for all plaquettes, as in Kitaev’s formulation. In the Kitaev formulation, we distinguished between two operator types, namely plaquettes and vertices. In the Wen model, the operator for each plaquette takes the same form. To keep the distinction, which will become important when we discuss excitations, we employ the terms even and odd plaquettes. We assign different colours to the two kinds of plaquettes, as shown in figure 2.2. The assignment of colours to the plaquettes is arbitrary, and the colours could be inverted without any change to the model.

For Wen’s reformulation, it remains true that two neighbouring plaquette operators share an even number (two) of anticommuting operators. Thus they commute. All plaquette operators therefore commute, and they commute with the Hamiltonian. With this in mind, we map the ground state of the Kitaev formulation into that of the Wen formulation:

\[ |\psi\rangle = \prod_{k \in \text{even plaquettes}} \sqrt{\frac{1}{2}} (I + A_k) |\alpha\rangle \]

where the state \( |\alpha\rangle \) is the configuration in which all spins are aligned with the direction of the spin operators of the odd plaquettes.

### 2.1.1 Excitations of the toric code

We will now discuss excitations of the toric code, and start from the framework of Kitaev’s formulation. Quasiparticle excitations of the toric code can be created by the
application of a single spin operator on a site. By applying $\sigma^z$ to a lattice site, the neighbouring vertex operators will have their eigenvalues changed. This is because the vertex operators are products of $\sigma^x$-operators, which anticommute with $\sigma^z$-operators. Similarly, the application of $\sigma^x$ flips the eigenvalue of the neighbouring plaquette operators. We distinguish three different quasiparticle excitations: those connected with flipped vertex operators we label $e$-anyons; those connected with flipped plaquette operators we label $m$-anyons; those resulting from applying both $\sigma^z$ and $\sigma^x$, i.e. the combination of an $e$- and an $m$-anyon, we label $\epsilon$-anyons. An operator with eigenvalue $-1$ hosts a quasiparticle excitation.

The quasiparticle excitations are called $e$- and $m$-particles in analogy with the anyon models studied by Wilczek, which contained integer electric charges and magnetic flux-carrying vortices. [43, 44] Because of their mutual exchange statistics $e$- and $m$-particles are anyons. [7]

In the Wen formulation, an excitation results from a spin operator which flips the state of two diagonally neighbouring plaquettes. If the single spin operator applied is $\sigma^z$, it will flip the top right and bottom left plaquettes in the set of four plaquettes surrounding the site, as these have a $\sigma^z$ operator on the central site. Similarly, if the operator applied is $\sigma^x$, the top left and bottom right plaquettes are flipped. In this model, too, a plaquette hosting a quasiparticle excitation will have eigenvalue $-1$.

However, we no longer have vertex- and plaquette-operators, and so we must distinguish between two kinds of plaquettes in this model: those that host $e$-particles, and those that host $m$-particles. This distinction corresponds to the distinction made above between even and odd plaquettes.

An interesting question is: what happens if we apply a string of Pauli operators. We recall that the ground state of the toric code is an equally weighted superposition of closed loops of spins oriented oppositely to the background spins. Closed loops do not represent excitations, then, as they leave no operator with an eigenvalue of $-1$. A string
which is not a closed loop, however, behaves differently. In the Kitaev formulation, a string of $\sigma_x$-operators have no effect on the vertex operators. For concreteness, we consider a short string $S = \sigma_x^2 \sigma_x^1$ acting on the numbered spins in figure 2.4. The action of $\sigma_x^1$ is to flip the eigenvalue of the neighbouring plaquettes. $\sigma_x^2$ also flips the eigenvalue of the neighbouring plaquette operators, and that means that the plaquette between spins 1 and 2 has been flipped twice, and its eigenvalue is 1. The plaquette above spin number 2 now has eigenvalue -1, and hosts the excitation. It is evident that application of $\sigma_x$ ($\sigma_z$) on a spin in a plaquette (vertex) with eigenvalue -1 shifts the excitation to the neighbouring plaquette (vertex). The way string operators translate quasiparticle excitations is shown in the transition from 2.4a to 2.4b.

It is important to note that string operators of the $m$-kind ($e$-kind) are deformed when multiplied by plaquettes (vertices). If the plaquettes (vertices) do not host excitations, their eigenvalue is one, and multiplying a string by such an operator amounts to applying the identity. This is shown in figure 2.5, where a string of $\sigma_z$-operators has excitations of the $e$-kind at its endpoints. The string can be changed by multiplication by the marked plaquette operator, which takes the value 1. The $\sigma_z$-operator shared by the string and the plaquette squares to unity, while the rest of the operators constituting the plaquette become part of a deformed string. As we can deform the string without otherwise changing the system, it is clear that the shape of such strings has no physical meaning in this model, but the locations of its endpoints, which are the plaquettes or vertices hosting excitations, do.

As a final example of some of the properties of string operators in this model, we again consider strings of $\sigma_z$-operators, which have excitations of the $e$-kind at their
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Figure 2.4: In (a), a single $\sigma_x$-operator creates two excitations on neighbouring plaquettes. In (b), two $\sigma_x$-operators create four $m$-particles. Two of these are located on the same plaquette, and they annihilate one another, effectively giving an extended $\sigma_x$-string with $m$-anyons at the endpoints.

Figure 2.5: A string of three $\sigma_z$-operators is deformed through multiplication with one of the plaquettes.

endpoints. These are marked blue in figure 2.6. We label the topmost one $S_{z,t}$, and the bottommost one $S_{z,b}$. We can make a closed loop of $\sigma_x$-operators. This $\sigma_x$-loop is marked red in figure 2.6. We label it $L_x$. The eigenvalue of this loop will tell us whether an odd number of the vertices encircled by the loop hosts an $e$-type excitation. There are two ways to see this. The $L_x$ is the product of the four vertices it encircles. If one of these hosts an excitation, its eigenvalue would be $-1$, and accordingly, the eigenvalue
of $L_x$ would be -1. Alternatively, we can consider the commutation relations between the excitation strings and $L_x$. $S_{z,b}$ shares two anticommuting operators with $L_x$ and hence the two operators commute. $S_{z,t}$ shares only one anticommuting operator with $L_x$, which means that the $S_{z,t}$ and $L_x$ anticommute.

For the ground state, $|\psi\rangle$, we have that $L_x|\psi\rangle = |\psi\rangle$. If we apply $L_x$ to the two excited states $S_{z,b}|\psi\rangle$ and $S_{z,t}|\psi\rangle$, we get $L_xS_{z,b}|\psi\rangle = S_{z,b}L_x|\psi\rangle = S_{z,b}|\psi\rangle$ and $L_xS_{z,t}|\psi\rangle = -S_{z,t}L_x|\psi\rangle = -S_{z,t}|\psi\rangle$. This shows that the loop operator can be used to detect an $e$-type excitation. One could argue similarly for a loop of $\sigma_z$-operators and $m$-type excitations.

![Figure 2.6: A loop of $\sigma_x$-operators (in red) intersects strings of $\sigma_z$-operators (in blue). The loop operator can detect whether it encloses an even or odd number of $e$-particles.](image)

### 2.1.2 Ground state degeneracy

#### Degeneracy from a counting argument

Let us consider a lattice of dimensions $N \times N$ wrapped on a torus. The ground state contains no quasiparticle excitations, and is defined by

$$A(v)|\psi\rangle = |\psi\rangle, \quad B(p)|\psi\rangle = |\psi\rangle,$$

for all vertices and plaquettes. There are $2N^2$ spins on the lattice, and $2N^2$ of the conditions above. $N^2$ for the set of plaquettes, and $N^2$ for the set of vertices. For the ground state it must hold that

$$\prod_v A(v) = 1, \quad \prod_p B(p) = 1.$$
This implies that there is one plaquette eigenvalue which is not independent from
the rest of those in the set. The same is true for the set of vertices. The number of
constraints on the plaquette operators is therefore $N^2 - 1$. The same is true for the
number of constraints on the vertex operators. We can then find the degeneracy as

$$\frac{2^N}{2^{2(N-1)}} = 4.$$ 

**Degeneracy from an argument using string operators**

If we again consider a lattice of dimensions $N \times N$ wrapped on a torus, we will look
at the degeneracy of the model by use of string operators. We can find four operators,
which commute with the Hamiltonian, and which cannot be constructed as products
of plaquette and vertex operators. These operators form incontractible loops on the
torus. Two such operators encircle the torus in the toroidal direction, while the other
two encircle it in the poloidal direction. We label the operators by either $T$ or $P$
for the toroidal and poloidal directions, with a subscript denoting whether the string is of
the $x$- or $z$-kind. These operators are shown in figure 2.7. The figure illustrates a torus,
where the sites along the bottom are the same sites as those along the top, indicated
by circles which are not filled in. Similarly, the sites along the right edge are the same
as those along the left. The operator $P_z$ shares no sites, and hence no operators, with
$T_z$. They therefore commute. $P_z$ crosses $T_x$ at one site. On this site, $P_z$ has a $\sigma_z$
operator, while $T_x$ has a $\sigma_x$-operator. $P_z$ and $T_x$ therefore anticommute. Summarizing
such observations, we find the following relations for the four operators:

$$[T_x, P_x] = [T_z, P_z] = [T_x, T_z] = [P_x, P_z] = 0$$
$$\{T_x, P_z\} = \{T_z, P_x\} = 0$$

The operators all square to unity and have eigenvalues $\pm 1$. We take a state $|T_z = 1, P_z = 1\rangle$. We see how this state behaves when we apply the operators $T_x, P_x$ and $T_x P_x$ to it:

$$P_z |T_z = 1, P_z = 1\rangle = + |T_z = 1, P_z = 1\rangle$$
$$P_z (T_x |T_z = 1, P_z = 1\rangle) = - T_x P_z |T_z = 1, P_z = 1\rangle = -(T_x |T_z = 1, P_z = 1\rangle)$$
$$= P_z |T_z = 1, P_z = -1\rangle$$

The effect of $T_x$ is, as we see, to change the state into one with eigenvalue -1 under
$P_z$. This state is still a ground state, as $T_x$ commutes with the Hamiltonian, and thus
cannot change the energy. Similarly, for $P_x$ we have:
Figure 2.7: Strings of $\sigma_x$- and $\sigma_z$-operators which are symmetries of the system are shown in red and blue, respectively. The system is a torus, indicated by the hollow lattice sites along the right and bottom edges. From the commutation relations of these symmetries, we may find the degenerate ground states of the system.

\[ T_z |T_z = 1, P_z = 1\rangle = + |T_z = 1, P_z = 1\rangle \]
\[ T_z (P_x |T_z = 1, P_z = 1\rangle) = - P_x T_z |T_z = 1, P_z = 1\rangle = - (P_x |T_z = 1, P_z = 1\rangle) \]
\[ = T_z |T_z = -1, P_z = 1\rangle \]

Finally, we may combine $P_x$- and $T_x$-operators:

\[ P_z |T_z = 1, P_z = 1\rangle = + |T_z = 1, P_z = 1\rangle \]
\[ P_z (P_x T_x |T_z = 1, P_z = 1\rangle) = -(P_x T_x |T_z = 1, P_z = 1\rangle) \]
\[ T_z |T_z = 1, P_z = 1\rangle = + |T_z = 1, P_z = 1\rangle \]
\[ T_z (P_x T_x |T_z = 1, P_z = 1\rangle) = -(P_x T_x |T_z = 1, P_z = 1\rangle) \]

We conclude that

\[ P_x |T_z = 1, P_z = 1\rangle = |T_z = -1, P_z = 1\rangle, \]
\[ T_x |T_z = 1, P_z = 1\rangle = |T_z = 1, P_z = -1\rangle, \]
\[ P_x T_x |T_z = 1, P_z = 1\rangle = |T_z = -1, P_z = -1\rangle. \]
These three states, in addition to the state $|T_z = 1, P_z = 1\rangle$, make up the set of four distinct ground states for the toric code model. As we have seen, they can be described by incontractible string operators.

### 2.1.3 The planar code

The planar code is the toric code without periodic boundary conditions. The absence of this periodicity affects the properties of the model. We begin by considering how the ground state degeneracy is different for this model. How we define the boundaries and whether we include modifications in the Hamiltonian to account for boundary effects determines the ground state degeneracy.

In the Kitaev formulation, it is useful to distinguish between two types of boundaries which can arise. The two different kinds of boundaries are shown in figure 2.8. The blue line connects two edges where there are incomplete plaquette operators. We call these edges rough edges, due to the way the lines of the lattice poke out along them. The red line connects two edges where there are incomplete vertex operators. These, we call smooth edges, due to the absence of lattice lines protruding from them. The Hamiltonian does also contain the incomplete plaquette and vertex operators. We want to construct a string operator connecting two edges, while being a symmetry of the system. In order to commute with the Hamiltonian, such a string must have $\sigma^z$-operators ($\sigma^x$-operators) on the lattice sites situated at rough (smooth) edges. For a string starting on a rough edge, this means that it will anticommute with the vertex operator containing the site on the edge, unless it shares two $\sigma^z$-operators with the vertex. If one extends this argument, it becomes clear that only a string of $\sigma^z$-operators which runs from one rough edge to the other is a symmetry string connecting those two edges. Similarly, we find that a string of $\sigma^x$ operators connecting the smooth edges is also a symmetry. These two strings, respectively labelled $H_z$ (blue) and $V_x$ (red) are shown in figure 2.8.

$H_z$ and $V_x$ anticommute, and both commute with the Hamiltonian. This leads to a twofold topological degeneracy. The topological aspect of these states is that they are labelled by non-local, non-contractible symmetries. If the system had all smooth or all rough edges, there would be no such degeneracy. It is only present when the kind of edge alternates between rough and smooth.

A recent paper by Brown et al [45] introduced two-operator boundary terms for the planar code model. Such an approach provides an alternative view on the degeneracy of the planar code, as the system will have unpaired Majorana modes at its corners accounting for the ground state degeneracy.

### 2.2 Introduction of twist defects

A twist defect results from a dislocation of the lattice. The kind of dislocations we will consider is one that introduces pentagonal plaquettes in the system. Such a dislocation
is shown in figure 2.9a, where the lattice sites are numbered for later discussion. The lattice dislocations introduce lines that alter the type of anyonic excitations that cross it. This means that upon crossing a dislocation line, an $e$-type excitation would become an $m$-type excitation and vice versa. We see this effect in figure 2.9b as the result of a mismatch in the colouring of the plaquettes along the dislocation line, drawn in red. The twist defects make it impossible to define the checkerboard pattern consistently, and so, the dislocation lines can be drawn in various ways, depending on the colouring of the plaquettes. An alternative colouring of the plaquettes, with associated dislocation lines, is shown in figure 2.13.

Twist is a term we use to describe the lattice sites from which dislocation lines originate. It is a topological defect, and a string symmetry operator (which commutes with the Hamiltonian) that encircles the twist once cannot close on itself, as it has gone from residing in dark plaquettes to residing in light ones. If a string operator encircles a twist twice, however, it can close on itself. The introduction of twist defects in the toric code introduces new kinds of plaquettes in the Hamiltonian. In addition to the regular plaquette terms, we have pentagonal plaquette terms and parallelogram plaquette terms. These terms enter in the Hamiltonian. The left and right pentagonal plaquettes, in terms of the numbering of the lattice sites shown in figure 2.9a, take the forms:

\[
A_{\text{left}} = \sigma_1^z \sigma_2^x \sigma_8^z \sigma_9^y \sigma_{10}^x, \quad A_{\text{right}} = \sigma_3^z \sigma_4^y \sigma_5^x \sigma_6^z \sigma_7^x,
\]

respectively. The pentagonal plaquettes are separated by parallelogram plaquettes. The further apart the pentagons are, the more parallelogram plaquettes will there be.
Figure 2.9: (a) shows a system with dislocations resulting in pentagonal plaquettes. When anyonic excitations are moved across the dislocation line drawn in red in (b), they change their type. This is shown for the string of $\sigma_z$-operators which move a particle across the line.

in the Hamiltonian. The parallelogram plaquette, in terms of the numbering in 2.9a, takes the form:

$$A_{\text{para}} = \sigma_2^z \sigma_3^x \sigma_7^z \sigma_8^x.$$  

It might be useful to quickly connect these visual representations of operators with their written form as strings of Pauli operators. If a central vertex is connected to two neighbouring vertices, we can see what kind of operator we should associate with the central vertex via the schematic shown in figure 2.10. The four leftmost kind of vertices will have $\sigma_z$-operators associated with them, the two middle ones $\sigma_x$-operators and the rightmost pair $\sigma_y$-operators.

Figure 2.10: The different kinds of vertices that arise in a model with dislocations. The four vertices to the left correspond to $\sigma_z$-operators, the four in the middle to $\sigma_x$-operators and the two on the right to $\sigma_y$-operators.

This association produces the plaquettes of Wen’s toric code reformulation, as well as the correct expressions for the pentagonal and parallelogram plaquettes. For the six schematics corresponding to $\sigma_z$- and $\sigma_x$-operators, we note that the angles between
the lines need not be perpendicular (but for the $\sigma_y$ schematics they will be). In the simple geometric illustrations we employ, the angle spanned by the lines connected to the central vertex can also take the values $\pi/4$ rad and $3\pi/4$ rad, as shown for the $\sigma_z$ and $\sigma_x$-operators. This is indeed the case for some of the vertices in the pentagonal plaquettes, and all of the vertices in the parallelogram plaquettes.

With the introduction of these new plaquettes in the Hamiltonian, all terms still mutually commute. With the square plaquettes with which they share two sites, the pentagonal plaquettes anticommute twice, resulting in overall commutation. The two pentagonal plaquettes commute with one another, as they have anticommuting operators on their two shared sites. Parallelogram plaquettes also mutually commute, as they have two anticommuting operators on shared sites. For the same reason they commute with pentagonal plaquettes, as well as with square plaquettes.

For the ground state, we require that all plaquettes, including the newly introduced ones, take the value 1.

If one pair of twist defects is introduced, the number of stabilizer terms in the Hamiltonian is reduced by 1, as we go from having three tetragonal plaquette terms to two pentagonal plaquette terms. As per a counting argument, as described in 2.1.2, a reduction in the number of constraints by 1 will double the degeneracy.

The degeneracy introduced in this way is between the two states which would have had opposite eigenvalues for the tetragonal plaquette which disappears when the dislocations are introduced. We term this central plaquette $C$. It is shown in figure 2.11, both in the presence and absence of twist defects.

![Figure 2.11: The central plaquette in the absence, (a), and presence, (b), of twist defects.](image)

In terms of the numbering introduced in figure 2.11, it takes the form

$$C = \sigma_z^2 \sigma_x^3 \sigma_z^6 \sigma_x^7.$$  

This operator commute with both the pentagonal plaquettes, as well as with all square plaquettes. Thus it commutes with the Hamiltonian, and is a symmetry operator.
As it is one of the regular plaquettes of the model without twist defects, it is a symmetry operator for the system both with (figure 2.11b), and without (figure 2.11a) twist defects.

The operator $C$ has the eigenstates

$$|C = +1\rangle, \quad |C = -1\rangle.$$  

For the ground states, we require that all plaquettes take the eigenvalue 1. This means that $C$ multiplied by any other plaquette, for the ground state, results in an equivalent operator. If we take the two products $CA_{\text{left}}$ and $CA_{\text{right}}$, we get

$$CA_{\text{left}} = (\sigma_z^2 \sigma_x^3 \sigma_y^6 \sigma_7^7)(\sigma_z^1 \sigma_x^2 \sigma_y^6 \sigma_8^8) = \sigma_z^1 (i \sigma_y^2) \sigma_x^3 \sigma_y^6 (i \sigma_z^7) \sigma_x^8$$

$$= -\sigma_z^1 \sigma_y^2 \sigma_x^3 \sigma_z^7 \sigma_x^8$$

$$CA_{\text{right}} = (\sigma_z^2 \sigma_x^3 \sigma_y^6 \sigma_7^7)(\sigma_z^2 \sigma_y^3 \sigma_x^4 \sigma_5^5 \sigma_x^6) = \sigma_z^2 (i \sigma_x^3) \sigma_x^4 \sigma_5^5 (i \sigma_y^6) \sigma_x^7$$

$$= -\sigma_z^3 \sigma_x^4 \sigma_x^5 \sigma_y^6 \sigma_x^7$$

We will return to these operator throughout this thesis. We assign labels to them as follows:

$$P_L = CA_{\text{left}} = -\sigma_z^1 \sigma_y^2 \sigma_x^3 \sigma_z^7 \sigma_x^8, \quad P_R = CA_{\text{right}} = -\sigma_z^3 \sigma_x^4 \sigma_z^5 \sigma_y^6 \sigma_x^7 \quad (2.2)$$

These operators are sketched in figure 2.12. The illustration does not show whether the operator on a site is of the $x$-, $y$- or $z$-kind, but shows the vertices included in each operator. These operators are string operators ending on the twist defects. We will use these operators to label the degenerate ground states. Their effect on the states is evident:

$$P_L|C = +1\rangle = P_R|C = +1\rangle = +|C = +1\rangle, \quad (2.3)$$

$$P_L|C = -1\rangle = P_R|C = -1\rangle = -|C = -1\rangle$$

Consider an adiabatic transition from the system in figure 2.11a to the one in 2.11b. The system starts out in the lowest energy state, namely $|C = +1\rangle$. Once the system has become that of 2.11b, it is still in the state $|C = +1\rangle$. The crucial difference is that the state $|C = -1\rangle$ now has the same energy. This means that such an adiabatic transition creates a qubit, and initializes the system in a known qubit state. This initialization procedure is instrumental to any quantum computation, as explained by DiVincenzo in his collection of criteria for a functioning quantum computer [46]. An essential part of the physical realization of the planar code will turn out to be this initialization step.
2.2.1 An alternative approach to degeneracy

Consider one of the $\sigma_y$-string symmetries shown in red in figure 2.13. This operator commutes with the Hamiltonian, and is thus a symmetry. If we interpret it in terms of the $e$- and $m$-particles of the toric code, we see that it initially creates a pair of $e$- and a pair of $m$-particles, or alternatively, creates a pair of $\epsilon$-particles. It then moves a $c$-particle to the edge of the system, while moving the other onto the pentagonal plaquette at its other end. We label this operator $Y$.

The operator $Y$ anticommutes with the strings $P_R$ and $P_L$, which we use to la-
bel the degenerate ground states. $P_R$ and $P_L$, as we have shown, commute with the Hamiltonian. We have the following relations

$$[H, P_R] = 0, \quad [H, Y] = 0, \quad \{Y, P_R\} = 0$$

Consider the previously introduced state $|C = +1\rangle$. It is an energy eigenstate, and also an eigenstate of $P_R$. Furthermore, $Y|C = +1\rangle$ is also an energy eigenstate:

$$H|C = +1\rangle = E_{C=+1}|C = +1\rangle$$
$$HY|C = +1\rangle = YH|C = +1\rangle = E_{C=+1}Y|C = +1\rangle$$

The states are degenerate. Now we show that $|C = +1\rangle$ and $Y|C = +1\rangle$ are different states. This is done by considering the effect of $P_R$ on these states:

$$P_R|C = +1\rangle = +|C = +1\rangle$$
$$P_RY|C = +1\rangle = -YP_R|C = +1\rangle = -|Y|C = +1\rangle$$

This implies that the state $Y|C = +1\rangle$ is equivalent to the state $|C = -1\rangle$, as it is an eigenstate of $P_R$ with eigenvalue -1. To conclude, we have seen that the states $|C = +1\rangle$ and $|C = -1\rangle$ are degenerate, and that the ground states can be labelled by string operators $P_R$ and $P_L$. 
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Chapter 3

A physical planar code model

3.1 Getting the planar code from a physical system

The physical system we consider in this thesis is similar to that considered by [33–35]. The primary building block of the system is a so-called Majorana-Cooper box (MCB). This is a system consisting of two semiconducting InAs or InSb nanowires, which under the right conditions may each host Majorana Fermions at both its ends [22, 24, 47]. The nanowires are proximitized by a common s-wave superconductor. The wires are parallel, so that a magnetic field can be applied perpendicular to the wires. Along with the induced superconductivity and the spin-orbit coupling, this is one of the conditions that need to be fulfilled in order for the wires to be in the topological phase [17, 18]. We recall here our introductory discussion of the physical realization of Majorana modes. Assembling many such MCBs in an array with all nanowires parallel, one creates a network of Majorana modes, localized at the end of the wires.

Between Majorana modes on neighbouring islands, we introduce tunnel couplings, which can be varied. Experimental implementation of this could be through the gate-mon architecture. [48]

The simple model we employ is a toy model used to approximate the physical reality. We pictorially represent such a system as shown in figure 3.1. The eight framed islands constitute a subsection of this system which we will study in detail.

We can model such a system with the Hamiltonian $H = H_0 + V$, where $H_0$ is the sum of charging energies for the individual islands. The charging energy is $E_C(N+q_{\text{ind}})^2$ where $N$ is the number of electrons on the superconducting island and $q_{\text{ind}}$ is the induced charge. The most favourable number of electrons can be changed by varying the induced charge. This is usually done by applying some gate voltage, as $q_{\text{ind}} = eV_{\text{gate}}$. By tuning the gate voltage, one can therefore choose whether the energetic minimum occurs for an even or odd number of electrons, $N$. We recall from section 1.2 that the parity of a set of four Majoranas takes the form $P = \gamma_a \gamma_b \gamma_c \gamma_d$. As a low-energy description of the charging energy for island $n$, $H^n_0$, we therefore take $H^n_0 = -\Delta \gamma_n^a \gamma_n^b \gamma_n^d \gamma_n^l$ [33]. $n$ labels the island, while the superscript labels the individual Majorana modes on each island, as shown in figure 3.2.
The second term in the Hamiltonian, $V$, contains inter-island couplings. This terms models single-electron tunnelling between the islands, mediated by the Majorana modes. Such a tunnelling process alters the Fermion parity of the island whence the electron departs and that of the island whither it arrives. In other words, the tunnelling link excites the islands which it connects. These tunnelling terms take the form $V_{ij}^{mn} = i \gamma_i^m \gamma_j^n$. For concreteness, we will from here onwards consider the subsection of the physical system which is framed in figure 3.1 and shown in more detail in figure 3.2.

The set of four Majorana operators on each island can be confined to either the even or odd parity subspace by tuning the gate voltage, $V_{\text{gate}}$. As we saw in section 1.2, this results in each island constituting a two level system, irrespective of whether it is confined to the even or odd parity subspace. For convenience, we will consider the situation where all islands are confined to the even parity subspace. We can map each island to a spin-half system, and talk about the pseudo-spin of the islands. This mapping allows us to map Fermion parity operators, which are products of Majorana operators, into spin operators, which are Pauli operators. This is done by the associations we found in 1.10. We restate the association here, in terms of the new labels $u, d, r, l$ we have assigned to the Majorana operators.
Figure 3.2: a) The section of the system demarcated by the grey rectangle in figure 3.1, with the various coupling strengths labelled. b) An individual island, showing the labelling of the Majorana states. The subscripts indicate the position of the Majorana mode. \(u\) indicates up, \(d\) down, \(r\) right and \(l\) left.

\[
\sigma_z \equiv i \gamma_n^r \gamma_n^d \equiv i \gamma_n^d \gamma_n^u, \quad \sigma_x \equiv i \gamma_n^l \gamma_n^d \equiv i \gamma_n^u \gamma_n^r, \quad \sigma_y \equiv i \gamma_n^l \gamma_n^r \equiv i \gamma_n^d \gamma_n^u
\]  

(3.1)

As a final introductory note, we add that we in this chapter will work with Pauli operators to a larger extent than we have so far. In order to avoid clutter, we will stop writing them on the form \(\sigma_n^a\), where \(n\) is the island index and \(a\) is \(x, y, z\) or \(0\) and instead write \(A_n\), where \(n\) remains the island index, and \(A\) is either \(X, Y, Z\) or \(I\). Thus an operator \(\sigma_3^x\) will in our calculations be written as \(X_3\).

### 3.2 Perturbation analysis of tunable coupling regime

In this section, we will treat the tunnelling terms as perturbations to the charging Hamiltonian, \(H_0\). This will be done within the framework of Schrieffer-Wolff perturbation theory. We start by outlining this procedure, before we apply it to the system in 3.2. The low-energy sector of this system will reproduce the planar code, without twist defects.

When we introduce a diagonal tunnelling term and repeat the procedure, we will see how the planar code, now with twist defects, emerges.
In the Schrieffer-Wolff framework, pedagogically outlined in [7], we find the effective Hamiltonian as

\[ H_{\text{eff}} = E_0 + \Sigma(E_0), \]

where the dependence of the self-energy, \( \Sigma \), on the energy has been neglected. We define the unperturbed Green’s function for excited states only (we require it to vanish when applied to ground states) as

\[ G'_0(E) = ((E - H_0)^{-1})'. \]

The apostrophe indicates that the operator should vanish on ground states. The self energy is calculated as

\[ \Sigma(E_0) = \langle GS| (V + VG'_0V + VG'_0VG'_0V + \cdots) |GS \rangle \]

To have non-vanishing terms in this sequence, the perturbations must excite the system, then relax it back into the ground state. In the following, we apply the method, so that the procedure becomes clear.

### 3.2.1 Planar code in perturbation theory

We will now consider the case where some of the inter-island tunnel couplings in figure 3.2 can be tuned. For ease of reference, we will refer to the term which models the tunnelling between islands \( i \) and \( j \) as \( V_{i,j} \). A perturbation takes the form of a sum of tunnelling terms weighted by the tunnelling amplitude:

\[ V = \sum \lambda_{i,j} V_{i,j} \quad (3.2) \]

Where the sum runs over the set of \( i, j \) that label the appropriate pairs of Majorana operators on neighbouring islands. When we now treat the system perturbatively, it suffices to consider the four central islands of figure 3.2. The result obtained for this part of the system is easily generalizable to the rest of the system, due to the discrete translational invariance of the array.

When we consider the four central islands, the relevant tunnelling terms are:

\[ V_{7,2} = \pm i \gamma^u_7 \gamma^d_2, \quad V_{2,3} = \pm i \gamma^r_2 \gamma^l_3, \]
\[ V_{3,6} = \pm i \gamma^d_3 \gamma^u_6, \quad V_{6,7} = \pm i \gamma^l_6 \gamma^r_7 \quad (3.3) \]

All these operators mutually commute, due to eq. 1.4, as they share no common Majorana operators.

As mentioned, these tunnelling links can be visualized as an excitation of the ground state of the islands it connects, by flipping their respective parities. In the language of
pseudo-spins, this corresponds to flipping the spin of the islands connected by the link. If an electron tunnels away from an island, it must return to the same island for the system to remain in the low-energy regime. This means that we essentially will see two kinds of terms in perturbation theory: The first kind is a sequence of tunnelling terms which transports an electron to an island, before returning it to the original island via the same path. The second kind of term transports an electron to an island, and returns it to the original island via a different path, forming a closed loop. If we make a term of the second kind, and rewrite it in terms of Pauli operators, we can interpret it in terms of the string operators of the toric code model. A closed loop of tunnelling link operators corresponds to a closed loop in the terminology of the toric code. It is a string which nucleates a pair of charges, moves one of them in a loop, and reannihilates the pair. In this way the system is excited, before it relaxes back into the anyonic vacuum state.

Odd orders of perturbation theory will give terms equal to zero, as an odd number of perturbations cannot return the islands to the ground state. Even orders of perturbation can return the islands to the ground state. The second order term of the perturbative expansion, in which one tunnelling link operator is applied twice and moves an electron forth and back along the same path, gives a constant energy shift. This is evident, from the fact that a tunnelling link operator squared gives the identity operator. In the following analysis, constant energy shifts resulting from perturbation terms which belong to the first of the two categories above are neglected.

In fourth order perturbation theory, terms arise where the four-island system is brought back to its ground state with no link operator applied twice. Such terms are qualitatively different from those of second order perturbation theory. The tunnelling link operators do one of three things: A link operator can flip two pseudo-spins, increasing the energy by $4E_C$. It can flip a pair of pseudo-spins where one pseudo-spin is already excited. This amounts to shifting a flipped pseudo-spin, which leaves the energy unchanged. The third possibility is that a link operator flips a pair of pseudo-spins where both spins are already excited. This reduces the energy by $4E_C$. In the terminology of the toric code, these three options correspond to creation of a pair of charges, shifting a charge and annihilation of a pair of charges. We term these two possibilities 'creation', 'shift' and 'annihilation' and see that the order of the link operators fall into two categories, depending on the excitations they create. Creation followed by two shifts and annihilation yields a difference between the energy of the perturbed island system and the ground state of $4E_C$ between perturbations, so that each evaluation of $G_0 = (E_0 - H_0)^{-1}$ gives $(-4E_C)^{-1}$. Two creations followed by two annihilations cause the energy difference to be $4E_C$ after one perturbation, $8E_C$ after two perturbations and $4E_C$ after three perturbations. We employ the notation $4E_C \rightarrow 4E_C \rightarrow 4E_C$ and $4E_C \rightarrow 8E_C \rightarrow 4E_C$ for these two energy difference sequences, respectively.

For the central four-island system comprising islands 2, 3, 6 and 7, we find the perturbative expansion to fourth order to be
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\[ -\frac{5\lambda^2\lambda_1^2}{16E_C^3}Z_2X_3Z_6X_7 \]  \quad (3.4)

Where the string of Pauli operators is a string of reordered tunnelling link operators describing possible excitations weighted by their tunnelling amplitude. The string of link operators is rewritten according to eq. 3.1:

\[ \lambda_7,2\lambda_2,3\lambda_3,6\lambda_6,7V_{7,2}V_{2,3}V_{3,6}V_{6,7} = \lambda^2\lambda_1^2(i\gamma_7^u\gamma_2^d)(i\gamma_2^r\gamma_3^l)(i\gamma_3^d\gamma_6^u)(i\gamma_6^l\gamma_7^r) \]

\[ = \lambda^2\lambda_1^2i\gamma_7^uZ_2(-X_3)Z_6\gamma_7^r = \lambda^2\lambda_1^2(-1)^2Z_2X_3Z_6X_7 \]

\[ = \lambda^2\lambda_1^2Z_2X_3Z_6X_7 \]

The combinatorial factor in front comes from summing the \( 4! = 24 \) terms resulting from the permutations of the order of the four Pauli operators corresponding to flipping four pseudo-spin pairs in a particular order. As the link operators mutually commute, these terms all carry the same sign. Eight of these terms correspond to sequences with intermediate energies \( 4EC \rightarrow 8EC \rightarrow 4EC \), while the other 16 correspond to \( 4EC \rightarrow 4EC \rightarrow 4EC \) sequences:

\[ 8 \cdot \frac{1}{2(-4EC)^3} + 16 \cdot \frac{1}{(-4EC)^3} = \frac{-5}{16E_C^3} \]  \quad (3.5)

If we perform a similar analysis for the entire eight-island system, the effective Hamiltonian becomes

\[ H_4 = \frac{-5\lambda^3\lambda_1}{16E_C^3}(Z_1X_2Z_7X_8 + Z_3X_4Z_5X_6) - \frac{-5\lambda^2\lambda_1^2}{16E_C^3}Z_2X_3Z_6X_7 \]  \quad (3.6)

It is clear that if we extend this analysis to all the islands in the system, perturbation theory to fourth order yields the planar code Hamiltonian with plaquettes defined as in the Wen model.

The higher order terms in the expansion will also be closed loops made from Pauli operators. It is impossible to get terms where the effective operator is not a product of single Wen plaquettes, however, and as a result all higher order terms commute with the fourth order term. This is because a product of operators commute with any operator which commutes with the factors individually. This means that higher order terms may shift the energies of the eigenstates, but they do not change the eigenstates.

3.2.2 Planar code with twists in perturbation theory

We will now see whether we can introduce dislocations in the lattice by use of additional tunable couplings. We introduce a new, diagonal coupling, \( V_{2,6} = i\gamma_2^d\gamma_6^u \), as shown in 3.2.

We allow for couplings \( V_{7,2}, V_{3,6} \) and \( V_{2,6} \) to be adiabatically turned on and off. Three situations can arise, depending on how the couplings are tuned. Firstly, we have the case where the couplings \( V_{7,2} \) and \( V_{3,6} \) are on, while the diagonal \( V_{2,6} \)-coupling is
off. This gives three tetragonal plaquettes framed by islands 1, 2, 7, 8; 2, 3, 6, 7 and 3, 4, 5, 6, respectively. As we have shown, this is equivalent to the planar code without any dislocations. Secondly, there is the case where all three couplings, $V_{7,2}$, $V_{3,6}$ and $V_{2,6}$ are on. This case gives rise to a new kind of plaquette, namely the two triangular plaquettes framed by islands 2, 6, 7 and 2, 3, 6, respectively. Thirdly, there is the case where the $V_{7,2}$- and $V_{3,6}$-couplings are off, while the diagonal $V_{2,6}$-coupling is on. This gives rise to two pentagonal plaquettes framed by islands 1, 2, 6, 7, 8 and 2, 3, 4, 5, 6.

Now we look at the triangular plaquettes. For clarity, we select the leftmost of the two. The relevant link operators for this plaquette are

$$V_{7,2} = i\gamma^u \gamma^d_7, \quad V_{2,6} = i\gamma^d_2 \gamma^u_6, \quad V_{6,7} = i\gamma^r_6 \gamma^l_7, \quad (3.7)$$

These link operators do not all mutually commute. We have that $[V_{7,2}, V_{6,7}] = 0$, $[V_{2,6}, V_{6,7}] = 0$ and $\{V_{7,2}, V_{2,6}\} = 0$. The reason why two of the link operators anticommute is that they share a common Majorana operator.

For this plaquette, even orders of perturbation give vanishing terms. The first possible non-zero term is therefore the third order term. The sequence of energy differences in between perturbations is for this plaquette only of one kind: $4E_C \rightarrow 4E_C$. There are six different operator strings which excite the three islands from the ground state.
before relaxing them after three perturbations. These are:

\[ V_{7,2}V_{2,6}V_{6,7}, \quad V_{7,2}V_{6,7}V_{2,6}, \quad V_{6,7}V_{7,2}V_{2,6}, \]
\[ V_{6,7}V_{2,6}V_{7,2}, \quad V_{2,6}V_{7,2}V_{6,7}, \quad V_{2,6}V_{6,7}V_{7,2}. \]

From the commutation relations of these link operators we see that three of these orderings have a sign different from that of the other three. As the terms share the same denominator, the perturbations cancel, meaning that the third order term of the perturbation expansion vanishes.

Consider the pentagonal plaquettes. For clarity, we look at the leftmost of the two. The link operators for the plaquette are:

\[ V_{8,1} = i\gamma^u_8\gamma^d_1, \quad V_{1,2} = i\gamma^r_1\gamma^l_2, \quad V_{2,6} = i\gamma^d_2\gamma^u_6, \]
\[ V_{6,7} = i\gamma^l_6\gamma^r_7, \quad V_{7,8} = i\gamma^l_7\gamma^r_8. \]

Reordering the operator string describing excitations we get

\[ \lambda_{8,1}\lambda_{1,2}\lambda_{2,6}\lambda_{6,7}\lambda_{7,8}V_{8,1}V_{1,2}V_{2,6}V_{6,7}V_{7,8} = \lambda^4\lambda_2(i\gamma^u_8\gamma^d_1)(i\gamma^r_1\gamma^l_2)(i\gamma^d_2\gamma^u_6)(i\gamma^l_6\gamma^r_7)(i\gamma^l_7\gamma^r_8) \]
\[ = \lambda^4\lambda_2i\gamma^u_8Z_1(-X_2)Z_6(-Y_7)\gamma^r_8 \]
\[ = -\lambda^4\lambda_2Z_1X_2Z_6Y_7X_8. \]

The possible energy difference sequences for the fifth order term in the perturbation expansion are listed below, with the number of different ways Pauli operators can be ordered to achieve the sequence in brackets:

\[ 4E_C \rightarrow 4E_C \rightarrow 4E_C \rightarrow 4E_C \rightarrow 4E_C \quad (40) \]
\[ 4E_C \rightarrow 4E_C \rightarrow 4E_C \rightarrow 8E_C \rightarrow 4E_C \quad (20) \]
\[ 4E_C \rightarrow 8E_C \rightarrow 4E_C \rightarrow 4E_C \rightarrow 4E_C \quad (20) \]
\[ 4E_C \rightarrow 8E_C \rightarrow 8E_C \rightarrow 4E_C \rightarrow 4E_C \rightarrow 4E_C \quad (40) \]

Adding these \(5! = 120\) combinatorial pre-factors, with their energy denominators, we have

\[ \frac{40}{(-4E_C)^4} + \frac{20}{2(-4E_C)^4} + \frac{20}{2(-4E_C)^4} + \frac{40}{2(-4E_C)^4} = \frac{35}{128E_C^4} \]  

The fifth order terms for both the left and right plaquettes are combined to give

\[ H_5 = \frac{-35\lambda^4\lambda_2}{128E_C^4} (Z_1X_2Z_6Y_7X_8 + Z_2Y_3X_4Z_5X_6). \]

We now consider other terms that occur in the perturbation expansion. We can consider the problem pictorially, with a perturbation \(V_{2,3}\) represented by a line connecting islands 2 and 3. As previously explained, perturbation sequences that return the system to the ground state must form closed loops. We also note that higher order
perturbation terms, of order $n$, will be small, compared to the perturbation terms of order 4 and 5, as the terms scale as $\approx \lambda^{n-1}/E_C^{n-2}$.

There are two categories of higher order perturbation terms. If an odd order perturbation term contains one pair of tunnelling link operators that share one common Majorana operator, it vanishes. We saw this in the case of the third order perturbation term, where, due to two link operators anticommuting, the individual terms cancelled each other. For higher orders, this will also happen, with half the terms pertaining to one energy difference sequence cancelling the other half.

The second category is odd order perturbation terms which contain three perturbations $V_{2,7}, V_{2,6}$ and $V_{3,6}$, and do not vanish. $V_{2,6}$ shares one of its Majorana operators with $V_{2,7}$ and the other one with $V_{3,6}$. We have the commutation relations $[V_{2,7}, V_{3,6}] = 0$, $\{V_{2,7}, V_{2,6}\} = \{V_{2,6}, V_{3,6}\} = 0$, so half the terms pertaining to one energy difference sequence will not cancel the other half in such cases.

An example of a perturbation sequence of the first category is the seventh order term which is pictorially represented in orange in figure 3.4a. An example of the second category is the seventh order term pictorially represented in green in figure 3.4a.

![Figure 3.4](image.png)

Figure 3.4: (a) pictorially displays two perturbation terms of seventh order. The orange term vanishes, while the green does not. (b) shows the green term where we remove the Majorana operators which appear twice in the perturbation sequence and square to unity.

We see that the seventh order term reduces to the string operators we found in eq. 2.2, and which we sketched in figure 2.12. The second category of perturbation terms, of which the green seventh order term is an example, generate operators which commute with the Hamiltonian. With another word, they generate symmetries of the system.
3.3 Connecting the physical model and the planar code

We have seen how the introduction of tunable tunnel couplings yields the effective Hamiltonian

\[
H = -\frac{5\lambda^3\lambda_1}{16E_C^3} (Z_1X_8X_2Z_7 + X_4Z_5Z_3X_6) + \frac{-5\lambda^2\lambda_2^3}{16E_C^3} Z_2X_3Z_6X_7 \\
+ \frac{-35\lambda^4\lambda_2}{128E_C^4} (Z_1X_8X_2Z_6Y_7 + X_4Z_5Z_2Y_3X_6)
\] (3.11)

when we apply perturbation theory to fifth order. Recall how we in section 2.2 discussed how the transition from the regime with only square plaquettes to one with pentagonal plaquettes allows us to initialize a qubit. The Hamiltonian contains both tetragonal and pentagonal plaquettes. In the limit where \(\lambda_2 = 0\), it contains only square plaquettes, and takes the form of the planar code without twists. In the limit where \(\lambda_1 = 0\) it contains only the pentagonal plaquettes, and takes the form of the planar code with twists. For this reason, we are interested in tuning the tunnel couplings so that at times \(t = 0\) and \(t = T\) we have

\[
\lambda_1(t = 0) = \lambda, \quad \lambda_1(t = T) = 0 \\
\lambda_2(t = 0) = 0, \quad \lambda_2(t = T) = \lambda
\] (3.12)

The couplings should be tuned adiabatically, to ensure that the system remains in the ground state \(|C = +1\rangle\), as discussed, where \(C\) is the central plaquette, through which the diagonal coupling runs. The possibility for initialization of the system is our motivation for studying this specific Hamiltonian.

Drawing on the discussion of twist defects, we see that the twist defects of the planar code are actually unpaired Majorana modes in the more physical toy system. In the limit where \(\lambda_1 = 0\), when we have pentagonal plaquettes, these Majorana modes do not enter the Hamiltonian. We discussed how strings connecting the twist defects could be used to label the degenerate ground states. These strings took the form

\[
P_L = CA_{\text{left}} = -\sigma^1 \sigma^2 \sigma^3 \sigma^7 \sigma^8 \\
P_R = CA_{\text{right}} = -\sigma^3 \sigma^4 \sigma^5 \sigma^6 \sigma^7
\]

If we rewrite these two operators in terms of Majorana operators, we see that they constitute strings of Majorana operators which connect the unpaired modes.

3.4 Solving the Hamiltonian

By inspection of the Hamiltonian in 3.11, we see that the four operators \(Z_1, X_4, Z_3\) and \(X_8\) all commute with it, and they furthermore mutually commute. This causes the
Hamiltonian to become block diagonal, with 16 $16 \times 16$-blocks, if written in the appropriate basis. We arrange the basis so that a basis state is of the form $|z_1 x_4 z_5 x_8 \sigma_2 \sigma_7 \sigma_3 \sigma_6\rangle$, with the number index referring to the island which hosts the pseudo-spin. The block diagonalization can be seen as fixing the eigenvalues of the operators $Z_1$, $X_4$, $Z_5$ and $X_8$ as $\pm 1$. Thus, the pseudo-spin on island 1 can be seen as a spin fixed as either aligned or anti-aligned with the $z$-direction. The pseudo-spin on island 2 would then be fixed parallel or anti-parallel to the $x$-axis. We employ lowercase latin letters to denote the eigenvalues of operators which commute with the Hamiltonian. To get the desired block structure, we note that The Hamiltonian is block diagonal if we rotate the spaces corresponding to islands 1 and 5 so that they are aligned with the $x$-direction. The spaces corresponding to islands 4 and 8 are diagonal in the $z$-basis, in which they are already expressed.

The $x$- and $z$-bases can be interchanged by a rotation of $\pi$ about the axis $\mathbf{n}_{xz} = \sqrt{1/2}(1, 0, 1)$, which is the normalized vector bisecting the angle spanned by the $x$ and $z$ unit vectors in the $xz$-plane. We have seen this rotation before, in our discussion of basis changes in subsection 1.2.1. Writing this rotation in the Pauli two-component formalism (eq. 1.13) we obtain the well-known Hadamard matrix:

$$R(\mathbf{n}_{xz}, \pi, 0) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$ (3.13)

We let $R_{n}(\mathbf{n}_{xz}, \pi, 0)$ denote the Hadamard rotation applied to the Hilbert subspace for island number $n$. By applying the transformation

$$R_{4}^{\dagger}(\mathbf{n}_{xz}, \pi, 0)R_{8}^{\dagger}(\mathbf{n}_{xz}, \pi, 0)H_{256 \times 256}R_{8}(\mathbf{n}_{xz}, \pi, 0)R_{4}(\mathbf{n}_{xz}, \pi, 0) = H_{16 \times 16}$$ (3.14)

to the original Hamiltonian we indeed transform it to block diagonal form, with $16 \times 16 \times 16$-blocks. By substituting for the operators their two possible eigenvalues, as follows:

$$Z_1 = z_1 = \pm 1, \quad X_4 = x_4 = \pm 1, \quad Z_5 = z_5 = \pm 1, \quad X_8 = x_8 = \pm 1.$$ (3.15)

we can obtain the form of these $16 \times 16$-blocks, which depends on the signs of these eigenvalues:

$$H_{16 \times 16} = \frac{-5\lambda^2\lambda_1}{16E_C^3} (z_1 x_8 x_2 Z_7 + x_4 z_5 Z_3 X_6) + \frac{-5\lambda^2\lambda_2}{16E_C^3} Z_2 X_3 Z_6 X_7$$
$$+ \frac{-35\lambda^4\lambda_2}{128E_C^4} (z_1 x_8 x_2 Z_0 Y_7 + x_4 z_5 Z_2 Y_3 X_6)$$ (3.16)

We will now further block diagonalize these smaller blocks.

Consider the operator $Y_2 Y_3 Y_6 Y_7$. It commutes with the Hamiltonian. We apply a unitary transformation operator $U = (1/2)^{1/2}(Y_2 Y_3 Y_6 Y_7 + X_7)$ and evaluate $U^{\dagger} H_{16 \times 16} U$. This transformation yields (see Appendix A for details):
to block diagonal form, with 64 4 \times 4 \times X originally done for islands 1, 4, 5 and 8, we fix the eigenvalues of Z reduced the problem to a problem of two pseudo-spins on islands three and six. As was

\[ H = \frac{-5\lambda^3 \lambda_1}{16E_C^3} (z_1 x_8 Z_2 Y_3 Y_6 + x_4 z_5 Z_3 X_6) + \frac{-5\lambda^2 \lambda_1^2}{16E_C^3} Z_2 X_3 Z_6 X_7 \]

\[ + \frac{-35\lambda^4 \lambda_2}{128E_C^4} (z_1 x_8 Z_2 Y_3 X_6 + x_4 z_5 Z_2 Y_3 X_6) \] (3.17)

Where now both \( Z_2 \) and \( X_7 \) commute with \( H' \), meaning that we have effectively reduced the problem to a problem of two pseudo-spins on islands three and six. As was originally done for islands 1, 4, 5 and 8, we fix the eigenvalues of \( Z_2 = z_2 = \pm 1 \) and \( X_7 = x_7 = \pm 1 \). By subjecting \( X_7 \) to the Hadamard rotation we reduce the Hamiltonian to block diagonal form, with 64 4 \times 4\)-blocks, by transforming

\[ R_z^1(n_{xz}, \pi, 0) H' R_z^1(n_{xz}, \pi, 0) = H_{4 \times 4}. \] (3.18)

In terms of the fixed eigenvalues, these blocks take the form:

\[ H_{4 \times 4} = \frac{-5\lambda^3 \lambda_1}{16E_C^3} (z_1 x_8 z_2 Y_3 Y_6 + x_4 z_5 Z_3 X_6) + \frac{-5\lambda^2 \lambda_1^2}{16E_C^3} z_2 x_7 X_3 Z_6 \]

\[ + \frac{-35\lambda^4 \lambda_2}{128E_C^4} (z_1 x_8 z_2 x_7 Y_3 X_6 + x_4 z_5 z_2 Y_3 X_6) \] (3.19)

For ease of reading the matrix form of this Hamiltonian, we define

\[ x_8 z_1 z_2 \equiv \alpha, \quad x_7 z_2 \equiv \beta, \quad x_4 z_5 \equiv \gamma, \quad x_7 x_8 z_1 z_2 \equiv \delta, \quad x_4 z_2 z_5 \equiv \varepsilon \]

and label

\[ -\frac{5\lambda^3 \lambda_1}{16E_C^3} \equiv A_1, \quad -\frac{5\lambda^2 \lambda_1^2}{16E_C^3} \equiv A_2, \quad -\frac{35\lambda^4 \lambda_2}{128E_C^4} \equiv B. \]

The Hamiltonian matrix then takes the form

\[
H = \begin{pmatrix}
0 & \gamma A_1 & \beta A_2 & -\alpha A_1 - iB(\delta + \varepsilon) \\
\gamma A_1 & 0 & \alpha A_1 - iB(\delta + \varepsilon) & -\beta A_2 \\
\beta A_2 & \alpha A_1 + iB(\delta + \varepsilon) & 0 & -\gamma A_1 \\
-\alpha A_1 + iB(\delta + \varepsilon) & -\beta A_2 & -\gamma A_1 & 0
\end{pmatrix}
\] (3.22)

With the eigenvalues

\[
E_{s_1' s_2'} = s_1' \frac{-5\lambda^2 \lambda_1^2}{16E_C^3} x_7 z_2 + s_2' \sqrt{2 \left( \frac{35\lambda^4 \lambda_2}{128E_C^4} (1 + x_4 x_7 x_8 z_1 z_5) + \frac{5\lambda^3 \lambda_1}{16E_C^3} (1 + s_1' x_4 x_8 z_1 z_2 z_5) \right)}
\] (3.23)
where \( s_1' = \pm 1 \) and \( s_2' = \pm 1 \).

Consider the four quantities in the expression for the energy that can take the value \( \pm 1 \). They are \( s_2', s_1' x_7 z_2, x_4 x_7 x_8 z_1 z_5 \) and \( s_1' x_4 x_8 z_1 z_2 z_5 \). The three latter ones are not independent; fixing two of them determines the third, resulting in the system having eight distinct energy levels. By using variables \( s_i \) that take values \( \pm 1 \) we can write the energies as

\[
E_{s_1 s_2 s_3} = s_1 \frac{-5 \lambda^2 \lambda_1^2}{16 E_C^3} + s_2 \sqrt{2 \left[ \left( \frac{35 \lambda^4 \lambda_2}{128 E_C^3} \right)^2 + \left( \frac{5 \lambda^3 \lambda_1}{16 E_C^3} \right)^2 \right] (1 + s_3) + (1 + s_1 s_3)}
\]

where now \( s_1 = s_1' x_7 z_2, s_2 = s_2', s_3 = x_4 x_7 x_8 z_1 z_5, s_1 s_3 = s_1' x_7 z_2 x_4 x_7 x_8 z_1 z_5 = s_1' x_4 x_8 z_1 z_2 z_5 \).

There are seven different energies, as \( E_{++-} = E_{+-+} \). We wish to model the scenario with time dependent couplings, in accordance with 3.12. We choose units so that \( \lambda = 1 \), and let \( \lambda_1 \) and \( \lambda_2 \) depend on time: \( \lambda_1 = \cos(\omega t), \lambda_2 = \sin(\omega t) \). If we demand that the process has ended when a time \( T \) has passed, so that at \( t = T \), \( \cos(\omega t) = 0, \sin(\omega t) = 1 \), we have \( \omega = \pi/(2T) \).

Plotting the different energies, for \( t \in [0, T] \), we can see how the two ground state energies become degenerate in the limit where \( \lambda_1 = 0, \lambda_2 = 1 \).

![Figure 3.5: The energy levels of the system are plotted as a function of \( t/T \). Units are chosen so that \( \lambda = 1 \). The ratio \( \lambda/E_C \) is 1/5. The pair of full lines are the energy levels that are degenerate ground state energies in the limit \( \lambda_1 = 0, \lambda_2 = 1 \).](image)
In this limit, the possible energies reduce to

\[ E_{s_2s_3} = s_2 \frac{35\lambda^4 \lambda_2}{128E_C^3} \sqrt{2(1 + s_3)} \]  

(3.25)

It is clear that the two energies \( E_{+-} \) and \( E_{--} \) take the value \(-2(35\lambda^4 \lambda_2)/(128E_C^3)\), are degenerate in this limit, and belong to the ground states. The ground states therefore have \( s_3 = 1 \) and \( s_2 = -1 \). It can be difficult to see the details of the plot in figure 3.5, so we plot the same energies for the range \( t/T \in [0.75, 1] \) in figure 3.6.

Diagonalizing the Hamiltonian in eq. 3.22, and imposing that \( \lambda_1 \to 0 \) and thus \( A_1 \to 0 \), \( A_2 \to 0 \), we find the vector representation of the two ground states with energies in terms of the fixed eigenvalues:

\[
\begin{pmatrix}
  i(s_4 + s_5) \sqrt{2 + 2s_4s_5} \\
  1 \\
-1
\end{pmatrix},
\begin{pmatrix}
  i(s_4 + s_5) \sqrt{2 + 2s_4s_5} \\
  1 \\
-1
\end{pmatrix}
\]  

(3.26)

where \( s_4 = x_4z_2z_5 \), \( s_5 = x_7x_8z_1z_2 \) and \( s_4s_5 = s_3 = z_1x_4z_5x_7x_8 \). For the ground states, \( s_4s_5 = 1 \), and so the possibilities are reduced to

\[
|\psi_a'\rangle = \begin{pmatrix} is_6 \\ 1 \\ -is_6 \\ 1 \end{pmatrix},
|\psi_b'\rangle = \begin{pmatrix} is_6 \\ -1 \\ is_6 \\ 1 \end{pmatrix}
\]  

(3.27)
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where $s_6 = 1$ if $s_4 = s_5 = 1$ and $s_6 = -1$ if $s_4 = s_5 = -1$.

Recalling the transformation in eq. 3.18, we know that eigenstates of the $4 \times 4$-blocks are expressed in the basis defined by $R^\dagger_7(n_{xz}, \pi, 0)U^\dagger |v_i\rangle$, where the $|v_i\rangle$s are the basis states of the $16 \times 16$ Hamiltonian. We re-express the eigenstates in the original basis by subjecting them to the transformation $UR^\dagger_7(n_{xz}, \pi, 0)R^\dagger_7(n_{xz}, \pi, 0)U^\dagger |v_i\rangle = |v_i\rangle$. These states will be vectors of a 16-dimensional subspace of the Hilbert space, multiplied by some simple product state of pseudo-spins in the $x$- or $z$-direction, for islands 1, 4, 5 and 8. We label $|\psi'_a\rangle$ expressed in the non-rotated basis $|\psi_a\rangle$ and likewise for $|\psi'_b\rangle$. By explicitly computing the matrix form of the central plaquette operator, and applying it to the states $|\psi_a\rangle$ and $|\psi_b\rangle$, one finds that they both are eigenstates of the central plaquette operator, $C = Z_2 X_3 Z_6 X_7$:

$$C|\psi_a\rangle = -|\psi_a\rangle, \quad C|\psi_b\rangle = |\psi_b\rangle,$$

and have opposite eigenvalues under this operation.

We have shown how, by adiabatically tuning inter-island couplings in the system, so that at $t = 0$, $\lambda_1 = \lambda$ and $\lambda_2 = 0$ and at some later time $T$, $\lambda_1 = 0$ and $\lambda_2 = \lambda$, we can double the number of ground states. At $t = 0$ the system will be in the state $|C = +1\rangle$. At $t = T$, the system has two degenerate ground states, namely $|C = +1\rangle$ and $|C = -1\rangle$. As long as the evolution from the planar code with only square plaquettes to the one with twist defects is adiabatic, the system will remain in the ground state, and thus be initialized in the state $|C = +1\rangle$. The ratio of coupling strengths to charging energy should be small, to keep the perturbation theory valid, but still large enough to allow for adiabatic evolution. This becomes hard if the gap between the ground state prior to the introduction of twist defects and the excited states becomes very small. This way of introducing twist defects in the system corresponds to the creation of an initialized logical qubit, as previously discussed.
Chapter 4

Adiabatic manipulation of Majorana modes

4.1 Motion of dislocations

In this section, we will see how dislocations can be adiabatically shifted across the lattice. We will see how information about the state of the system is transferred between Majorana modes.

4.1.1 Horizontal motion

We will now explore how dislocations can be adiabatically shifted across the lattice.

Consider figure 4.7. At time $t = 0$, the coupling $\lambda_2$ is on, while the coupling $\lambda_1$ is off. Dislocations can be moved by adiabatically switching on $\lambda_1$, before adiabatically switching off $\lambda_2$. In terms of Majorana modes, the process is as follows:
Initially, the unpaired Majorana modes are $\gamma_u^9$ and $\gamma_d^3$, respectively. By switching on the coupling $i\gamma_d^3\gamma_u^7$ and switching off the coupling $i\gamma_d^4\gamma_u^7$, the unpaired modes become $\gamma_u^9$ and $\gamma_d^4$.

If the change is adiabatic, the system will remain in the ground state. At time $t = T$, $\lambda_1$ is on, while $\lambda_2$ is off. The process gives a new Hamiltonian, where the pentagonal plaquette operator is shifted to a new position, and where we introduce a parallelogram plaquette. This scenario was discussed in section 2.2. Using the numbering in figure 4.1b, the parallelogram plaquette, in terms of Pauli operators, takes the form

$$A_{\text{para}} = \sigma_z^2 \sigma_x^3 \sigma_z^7 \sigma_x^8.$$

In the ground state, these parallelogram stabilizers take the value 1.

**Information transfer**

We have seen how a pair of dislocations introduce a qubit. We have seen how information about the state of this qubit is encoded by the eigenvalue of a string connecting the unpaired Majorana modes. We will now look briefly at how this information can be transferred by tuning the couplings between Majorana modes in the system. This has previously been considered by Sau, Tewari and Clarke [49]. Here we summarize their argument.

Only two couplings are tuned in the transfer process, and so only three Majorana operators are contained in the tunnelling Hamiltonian of the system. For ease of notation, we relabel the three Majorana operators involved in the process as $\gamma_1 \equiv \gamma_d^3$, $\gamma_2 \equiv \gamma_u^7$, $\gamma_3 \equiv \gamma_d^4$. The Hamiltonian is

$$H(t) = \alpha(t) \lambda_1 i \gamma_1 \gamma_2 + (1 - \alpha(t)) \lambda_2 i \gamma_2 \gamma_3$$

where $\alpha(t)$ is an adiabatically varying parameter, which satisfies $\alpha(0) = 0$, $\alpha(T) = 1$. If we formulate an effective magnetic field $B(t) = (\alpha(t)i\lambda_1, 0, [1 - \alpha(t)]i\lambda_2)$, this Hamiltonian can be restated as

$$H(t) = \sum_{a,b,c=1,2,3} \varepsilon_{abc} B_a(t) \gamma_b(t) \gamma_c(t)$$

where we now treat the Majorana operators in the Heisenberg picture. By application of the Heisenberg equation of motion (in units where $\hbar$ is 1), the time dependence of $\gamma_a$ is found as

$$\dot{\gamma}_a = 2\varepsilon_{abc} B_b(t) \gamma_c(t)$$
where repeated indices are implicitly summed over. We recognize this as having the same form as the equation of motion for a spin-1/2 in a magnetic field which depends on time. If we think of the system in this way, we know that at $t = 0$, $\gamma(0) = \gamma_1$, which would correspond to a spin operator $\sigma(0) = \sigma_1$ for a spin in the field $B(0) = (i\lambda_1, 0, 0)$. If the magnetic field changes adiabatically, the spin magnetic moment stays aligned with the field, so that at $t = T$, $\sigma(T) = \sigma_3$. By analogy, the Majorana operator will also align with the effective field. The 'direction' of the mode depends on the sign of the field, and we have at $t = T$ that

$$\gamma_3(T) = \text{sgn}(\lambda_1 \lambda_2) \gamma_1(0)$$

Having established this result, we are ready to consider the remainder of the system. The string connecting the unpaired Majorana modes distinguishes the degenerate pair of ground states.

- At $t = 0$, with $\lambda_2 = \lambda, \lambda_1 = 0$, the left string, which we call $P_L$, takes the form
  $$(i \gamma^u_9 \gamma^l_9)(i \gamma^u_{10} \gamma^l_{10})(i \gamma^d_1 \gamma^r_1)(i \gamma^l_2 \gamma^r_2)(i \gamma^l_3 \gamma^d_3).$$

- At $t = T$, with $\lambda_2 = 0, \lambda_1 = \lambda$, the left string, which we call $P_L$, takes the form
  $$(i \gamma^u_9 \gamma^l_9)(i \gamma^u_{10} \gamma^l_{10})(i \gamma^d_1 \gamma^r_1)(i \gamma^l_2 \gamma^r_2)(i \gamma^l_3 \gamma^d_3)(i \gamma^d_4 \gamma^r_4).$$

Consider the collection of Majorana modes consisting of all Majorana operators contained in the two different string operators. Only three of them enter them Hamiltonian. The time evolution of the ones that do not enter the Hamiltonian is trivial.

Figure 4.2: Sketch showing how information about the Fermion parity $P$ can be transferred between $\gamma^d_3$ and $\gamma^d_4$ by adiabatically turning couplings on and off. The sketch in (a) represents the system at $t = 0$, and the one in (b) at $t = T$.

Figure 4.2 shows the Majorana modes that do not enter the Hamiltonian collected to the left, while the three Majorana operators in the Hamiltonian are to the right. In figure
Figure 4.3: (a) A loop $L$ which is a symmetry of the system. (b) A loop $L'$ which is a symmetry of the system.

4.2a, the dashed line encircles a set of Majorana modes which have a parity $P = \pm 1$. As we tune the tunnel couplings as discussed, we have seen how $\gamma_3(T) = \text{sgn}(\lambda_1 \lambda_2) \gamma_1(0)$, or in the original notation $\gamma_4(T) = \text{sgn}(\lambda_1 \lambda_2) \gamma_3(0)$. Figure 4.2b shows the situation at $t = T$, and because the total parity is conserved, the parity $P$ is now the parity of the same set of Majoranas as before, but with $\gamma_3$ replaced by $\gamma_4$. In this sense, information about the parity $P$ has been transferred from $\gamma_3$ to $\gamma_4$.

**Protection of the ground states**

Previously, a string symmetry connecting the twist defects of the toric code was used to characterize the ground states. We have seen how this amounts to a string connecting the unpaired Majoranas in the physical system. This string plays the role of the parity operator for the pair of unpaired Majoranas.

If we recall the discussion about the transfer of parity information above, we see that the tuning of the couplings $\lambda_1$ and $\lambda_2$ is the transfer of parity information from the initially unpaired Majorana mode to the finally unpaired one. This means that we can employ a string operator connecting the two unpaired Majorana modes to distinguish between the two ground states, both before and after the adiabatic horizontal shift of the defect. By employing several shifts, the uncoupled Majorana mode can be translated through the system.

We wish to show that the horizontal translation of the Majorana mode in this way does not mix the ground states, or destroy the degeneracy between them. We start by considering the system at $t = 0$. We can construct loop operators, denoted $L$ and $L'$, as shown in 4.3a and 4.3b, respectively.

$L$ and $L'$ both commute with the Hamiltonian, for both $t = 0$ and $t = T$, as well as during the adiabatic process. Both loops could in principle be extended, as long as the alternating order of operators is kept. In the case of many successive translations of the unpaired Majorana mode, this would be necessary for the loops to commute with the Hamiltonian. The loops $L$ and $L'$ are not independent. If we construct the product of the two pentagonal plaquettes and all parallelogram plaquettes separating them at the end of the adiabatic process, we have an operator which, when applied to $L$ ($L'$)
transforms it into $L'$ ($L$). The transformation of \(L\) into \(L'\) in this fashion is shown in 4.4. In conclusion, we have that \(L\), at \(t = 0\) is equivalent to \(L'\) at \(t = T\).

Next, we note that \(L\) and \(L'\) can be transformed into the parity strings that can be used to differentiate the degenerate ground states. We recall these strings from the discussion in section 2.2 and in particular from eq. 2.2. This is done by multiplying the loops by stabilizers that take the value 1 in the ground states. Figure 4.5a shows how \(L\) by multiplication with the appropriate stabilizers is reduced to the parity string connecting the unpaired Majorana modes (figure 4.5c), at \(t = 0\). As we have done previously, we label this string \(P_R\). Similarly, figure 4.5b shows how \(L\) by multiplication with the appropriate stabilizers is reduced to the symmetry string connecting the unpaired Majorana modes (figure 4.5d), at \(t = T\). We label this string \(P'_R\).

To make the argument, we summarize: At \(t = 0\), \(P_R = L\). At \(t = T\), \(P'_R = L'\). Furthermore, \(L = L'\), and as it commutes with the Hamiltonian at all times, it does not change its eigenvalue during the process. This leads to the conclusion that \(P_R = P'_R\). The parity string connecting the unpaired Majorana modes at \(t = 0\) and \(t = T\), respectively, does not change its value during the process, and thus there are no transitions among the different ground states during the motion of the mode.

This argument extends to further motion. For the process taking the system from the case where there is one parallelogram plaquette, at \(t = T\), to the case where there are two, at \(t = 2T\), we can apply the same logic. Consider, as above, how \(L'\) is equivalent to \(P'_R\). At \(t = 2T\), we take a loop \(L''\) which is similar in structure to \(L\), but extended two tetragonal plaquettes further right. This operator is shown in figure 4.6.

At \(t = 2T\), there will be two parallelogram plaquettes between the pentagons. Keeping this in mind, we see that by multiplication with the right pentagonal plaquette, the leftmost parallelogram plaquette and the two tetragonal plaquettes adjacent to the pentagons, \(L''\) reduces to a symmetry string, \(P''_R\) connecting the unpaired Majorana modes. At \(t = 2T\), \(L''\) is equivalent to \(L'\) at \(t = T\). This can be seen by multiplying \(L''\) by all the plaquettes it encircles. Both loops commute with the Hamiltonian at all times and we can again conclude that \(P''_R\) at \(t = T\) is equivalent to \(P''_R\) at \(t = 2T\), and that there are not transitions among different ground states during the process.
4.1.2 Motion around corners

The Majorana modes can also be moved around corners. Consider the architecture in figure 4.7a. Initially, all couplings except $\lambda_1$ and $\lambda_3$ (dotted) are on, and the unpaired Majorana mode is $\gamma^d_{12}$. By adiabatically turning $\lambda_1$ on, and $\lambda_2$ off, we shift the free Majorana mode to $\gamma^r_{16}$. By then adiabatically turning $\lambda_3$ on, and $\lambda_4$ off, we shift the free Majorana mode to $\gamma^r_{15}$. If we consider the process as consisting of three distinct stages, at times $t = 0$, $t = T_1$ and $t = T_2$, we can summarize the order in which the couplings are tuned on and off as follows:

1. At $t = 0$, we have $\lambda_1 = 0$, $\lambda_2 = \lambda$, $\lambda_3 = 0$, $\lambda_4 = \lambda$. 

Figure 4.5: (a) The multiplication of $L$ with the plaquettes denoted with orange operators transforms it into the operator $P_R$ as shown in (c). (b) The multiplication of $L'$ with the plaquettes denoted with orange operators transforms it into the operator $P'_R$ as shown in (d).

Figure 4.6: A loop $L$ which is a symmetry of the system.
2. At $t = T_1$, we have $\lambda_1 = \lambda$, $\lambda_2 = 0$, $\lambda_3 = 0$, $\lambda_4 = \lambda$.

3. At $t = T_2$, we have $\lambda_1 = \lambda$, $\lambda_2 = 0$, $\lambda_3 = \lambda$, $\lambda_4 = 0$.

Figure 4.7: (a) A bend structure, where the couplings involved in the adiabatic shift of a Majorana mode around a corner are indicated. (b) The problem with traversing the other kind of corner is illustrated. The unpaired mode $\gamma^r_1$ cannot be moved around the corner.

The previous argument, using loop operators, extends easily to the scenario where we shift an unpaired mode around a corner. One should define two loops, $L$ and $L'$, related by the operator consisting of all plaquettes between the pair of pentagonal plaquettes. This would be the set of plaquette operators encircled by the product $LL'$. By multiplication with appropriate stabilizers, $L$ and $L'$ reduce to parity strings. The argument we employed for horizontal motion can then be repeated to show that motion around the corner does not allow transitions between the ground states.

After moving the uncoupled Majorana mode around the corner, it can be shifted vertically by a similar approach as the one used for horizontal shifts. All discussion of loop and string operators is seen to be essentially the same.

Unpaired modes can by this approach be shifted horizontally, vertically, and around the kind of corner shown above. There is also a second kind of corner, shown in figure 4.7b. The difference between the two corners is the following: When moving a mode around the corner in figure 4.7a, we have no diagonal tunnel couplings connected to island 2. When we have the configuration shown in figure 4.7b and want to move the Majorana mode around the bend, we might try to introduce a tunnel coupling $i \gamma^r_1 \gamma^u_3$. 56
This does not work. We cannot introduce diagonal tunnel couplings to island 3, and so we need a different solution to traverse this kind of corner.

A way around this is to introduce a new kind of superconducting island, which allows for additional intra-island couplings. In the following, we assume that such an island can be made, and show how this solves the problem. We postpone the detailed treatment of this island structure to section 4.9.

Under the assumption that we can make an island allowing for intra-island couplings, we construct a protocol for shifting dislocations around the second kind of corner. With the aid of figure 4.8 we describe this protocol:

1. Initially, couplings $\lambda_1$ and $\lambda_3$ (dotted in figure 4.8) are off, and the uncoupled Majorana mode is $\gamma_1^r$.
2. Switching $\lambda_1$ on and $\lambda_2$ off, the uncoupled mode becomes $\gamma_4^u$.
3. Switching $\lambda_3$ on and $\lambda_4$ off, the uncoupled mode becomes $\gamma_5^u$, and the corner has been traversed.

Figure 4.8: Introducing a split island structure (island 1) we are able to shift a Majorana mode around the kind of corner shown in figure 4.7b.

With such a split island structure, we can move Majorana modes both horizontally and vertically. The next section looks at the split island in greater detail, to show that it has the desired properties.
4.2 A split island

To circumvent the problem of traversing the second kind of corner, we look at a modified version of the superconducting islands previously considered. Figure 4.9 shows such an island, which consists of two sub-islands. The two sub-islands are capacitively coupled, and coupled through a Josephson junction, as indicated. Our physical intuition of such a system suggests that in the limit of very strong Josephson coupling, the system of two sub-islands behaves essentially as one island. Conversely, in the limit of very weak Josephson coupling, the islands behave as separate islands. Experimental setups allow for the tuning of the Josephson couplings, so an architecture where that is done is physically realizable [50].

![Figure 4.9: The structure of a split island, with capacitive and Josephson couplings labelled $E_{CC}$ and $E_J$, respectively.](image)

The goal of this section is to find out how the two limits of large or small Josephson coupling result in different effective Hamiltonians. The Hamiltonian for this two-island system takes the form

$$H = E_{C1} (Q_1 + q_{ind,1} + P_1)^2 + E_{C2} (Q_2 + q_{ind,2} + P_2)^2 + E_{CC} (Q_1 + q_{ind,1} + P_1) (Q_2 + q_{ind,2} + P_2)$$

$$- E_J \cos(\phi_1 - \phi_2) - \frac{\Delta}{2} \left( (-1)^{Q_1} + (-1)^{Q_2} \right)$$

The first and second terms are charging terms for the two islands. These take the normal form, with a charging energy coefficient multiplied by the square of the number of charges on the island. The charge on an island is given by the sum of the charge operator, $Q_i$, the induced charge, $q_{ind,i}$, due to a backgate voltage and the Fermion number operator for the Majorana modes, $P_i$. The Fermion number operator $P_i$ takes the value 0 (1) if the Majorana modes on island $i$ host 0 (1) fermion.

$$P_1 = \frac{1 + i \gamma^l \gamma^u}{2}, \quad P_2 = \frac{1 + i \gamma^d \gamma^r}{2}$$
The third term is the cross capacitance. This is the term describing the capacitive coupling between the two islands. The fourth term is the usual Josephson coupling term, which depends on the relative superconducting phase between the two islands. The last term is a term describing the superconducting pairing in the two separate islands. This effect has been mentioned previously, and it is the energetic penalization of odd electron number in a superconductor.

We relabel
\[ Q_i + q_{\text{ind},i} \equiv Q'_i. \] (4.1)

and can rewrite the Hamiltonian as
\[
H = E_{C_1}(Q'_1 + P_1)^2 + E_{C_2}(Q'_2 + P_2)^2 + E_{CC}(Q'_1 + P_1)(Q'_2 + P_2)
- E_J \cos(\phi_1 - \phi_2) - \frac{\Delta}{2}((-1)^{Q_1} + (-1)^{Q_2}).
\] (4.2)

There is an amount of charge on each of the two islands. The Josephson term allows for Cooper pair tunnelling between them, and accordingly, there is a commutation relation between the charge operator and the phase operator associated with the tunnelling. For each of the two islands, we have
\[
[Q'_i, \phi_i] = -2ei
\] (4.3)

Where the charge is the charge of all Cooper pair. The charge of a cooper pair is twice that of an electron, which here is accounted for by the factor 2.

We wish to decouple the Hamiltonian into two parts, one related to the total charge of the two islands, and one related to the charge difference. To this end, we define the sum and difference of the charges on the individual islands. For convenience, we also define a label for the total charge of each island:
\[ Q'_i = Q_i + q_{\text{ind},i} + P_i \] (4.4)

\[
\begin{pmatrix}
Q \\
Q_r
\end{pmatrix} = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} \begin{pmatrix}
Q'_1 + P_1 \\
Q'_2 + P_2
\end{pmatrix} = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} \begin{pmatrix}
Q'_1 \\
Q'_2
\end{pmatrix}
\] (4.5)

Finally, we also introduce the relative phase, given by \( \phi_r = \phi_1 - \phi_2 \).

With the above definitions, and by imposing that \( E_{C_1} = E_{C_2} = E_C \) we get
\[
H = \left( \frac{E_C}{2} + E_{CC} \right) Q^2 + \left( \frac{E_C}{2} - E_{CC} \right) Q_r^2 - E_J \cos(\phi_1 - \phi_2) - \frac{\Delta}{2}((-1)^{Q_1} + (-1)^{Q_2})
\] (4.6)

Having rewritten the Hamiltonian in this form, we observe that we have split it in two commuting parts, where one is related to the relative charge and phase, and the
other with the total charge. Symbolically we have \([Q, \cos(\phi_r)] = 0\) and \([Q, Q_r] = 0\) while \([Q_r, \cos(\phi_r)] \neq 0\) and \([Q_r, \phi_r] = -4ei\). Based on the last commutator, we know that \(\phi_r\) and \(Q_r\) are conjugate quantities. We have that \(Q_r = Q'_1 - Q'_2\), and by letting this operator work on the function \(g(\phi_r, \phi_1, \phi_2)\) we find its explicit form:

\[
Q_r g(\phi_r, \phi_1, \phi_2) = (Q'_1 - Q'_2) g(\phi_r, \phi_1, \phi_2) = -2ei(\partial_{\phi_1} - \partial_{\phi_2}) g(\phi_r, \phi_1, \phi_2) = -2ei \left( \frac{\partial g}{\partial \phi_r} \right) = -2ei \left( 2 \frac{\partial g}{\partial \phi_r} \right)
\]

(4.7)

By removing the test function we obtain

\[Q_r = -4ei \frac{\partial}{\partial \phi_r}, \quad \text{and we define} \quad n_r \equiv \frac{Q_r}{4e} = -2i \frac{\partial}{\partial \phi_r} \] (4.8)

Where the operator \(n_r\) now counts the difference in the number of Cooper pairs on each island, when it is divided by two. Thus, if the relative number of Cooper pairs between the islands were four, the operator \(n_r\) would return the value two.

The Hamiltonian has effectively been split into two commuting parts, which can be solved separately. The part related to the total charge is not affected by the introduction of \(E_J\), and therefore we focus on the part in \(Q_r\), which reads

\[
H_r = \left( \frac{E_C}{2} - E_{CC} \right) Q_r^2 + E_J \cos(\phi_r)
\]

\[
= E_r Q_r^2 + E_J \cos(\phi_r)
\]

We can take the total charge, \(Q\), to be zero, at the cost of a constant energy shift. We can thus consider only one sector of the Hamiltonian, labelled by the value of \(Q\). The different sectors are equivalent, up to an energy shift. Within one such sector, the total charge of both islands does not change.

We can express the Hamiltonian in the number basis of \(n_r\) to clarify the effect of the Josephson term. We rewrite the Josephson term as \(E_J \cos(\phi_r) = E_J/2(e^{i\phi_r} + e^{-i\phi_r})\). The matrix elements of these operators are

\[
\langle n | e^{\pm i\phi_r} | m \rangle = \frac{1}{\sqrt{2\pi}} \int e^{-i\phi_r} e^{\pm i\phi_r} e^{i\phi_r} d\phi_r = \frac{1}{\sqrt{2\pi}} \int e^{i(m\pm1-n)\phi_r} d\phi_r = \delta_{m\pm1,n}
\]

The Hamiltonian takes the form

\[
H = \sum_n 16E_r (n_r + p_1 - p_2)^2 |n\rangle \langle n| + \frac{E_J}{2} (|n+1\rangle \langle n| + |n\rangle \langle n+1|)
\]
where the labels \( n, m \) denote half the number of difference of the number of Cooper pairs, and not single Cooper pairs nor single charges.

We consider the sector for which \( Q = 0 \). We will label states of the system by the charges and parities (the even- or oddness of the Fermion occupation number) of the the two islands. We write these states as \( |Q_1, Q_2, P_1, P_2\rangle \). These states can be grouped into two categories: Those with \( P_1 = P_2 = 0 \) and \( P_1 = P_2 = 1 \), respectively. States belonging to these two parity sectors were degenerate on the four-Majorana islands we have been considering up until now. In the limit of small Josephson coupling, where we effectively have two separated islands, they are not degenerate, due to the superconducting pairing effect. This is accounted for by the term \( \Delta/2((-1)^{Q_1} + (-1)^{Q_2}) \) in the Hamiltonian.

We proceed now to analyze two different regimes: that where the relative charge term dominates, and that where the Josephson tunnelling term dominates. First, we neglect the Josephson term, and consider states where the number of charges on individual islands is well-defined.

The ground state is the state \( |0, 0, 0, 0\rangle \), as it minimizes the terms of the Hamiltonian in eq. 4.2. If the parity effect is neglected, we see that the state \( |−1, −1, 1, 1\rangle \) would also be a ground state.

If the Josephson tunnelling term becomes large, due to the ratio \( E_C/E_J \) being small, quantum fluctuations are dominant. In this regime, the Josephson term is the important one and we can neglect the charging terms.

With this term as the dominant one, we have two different kind of eigenstates. One kind is of the form \( |±2n, ±2n, 0, 0\rangle \), of which \( |0, 0, 0, 0\rangle \) is an example, while the other is of the form \( |−(2n + 2), 2n, 1, 1\rangle \) of which \( |−2, 0, 1, 1\rangle \) is an example. The second kind of state differs from the first by belonging to the parity sector where \( P_1 = P_2 = 1 \). If the ratio \( E_C/E_J \) is large, these two states are not degenerate.

In order to see how the energy levels of the system change with changing \( E_J/E_r \)-ratio, we truncate the Hamiltonian and calculate the eigenvalues numerically as functions of \( E_J \), with \( E_r \) set to one.

![Figure 4.10: Plot of the two lowest energy levels of the system. In the limit of small \( E_J/E_r \)-ratio, states of parity sectors \( P = 0 \) and \( P = 1 \) are not degenerate. In the limit of large \( E_J/E_r \)-ratio, they become degenerate.](image-url)

Figure 4.10 shows that in the limit of strong \( E_J \), the two separate islands behave as
one, and that the two parity states become degenerate. In the following, we will find an analytical mapping to the transmon model, which will allow us to establish the result beyond numerics.

**Equivalence with the transmon model**

Following van Heck *et al* [51], we impose the restriction on the wavefunction that

\[ \Psi(\phi_1 + 2\pi, \phi_2) = e^{iP_1\pi}\Psi(\phi_1, \phi_2) \]
\[ \Psi(\phi_1, \phi_2 + 2\pi) = e^{iP_2\pi}\Psi(\phi_1, \phi_2) \]

In terms of the relative phase \( \phi_r = \phi_1 - \phi_2 \) we have

\[ \phi_1 \rightarrow \phi_1 + 2\pi \Rightarrow \phi_r \rightarrow \phi_r + 2\pi \]
\[ \phi_2 \rightarrow \phi_2 - 2\pi \Rightarrow \phi_r \rightarrow \phi_r + 2\pi \]

Thus we can write the boundary conditions for \( \Psi(\phi_r) \) by attaching a global phase \( U = e^{-iP\phi_r/2} \) to the wavefunction. The number \( P \) is 1 for the parity sector where \( P_1 = P_2 = 1 \), and 0 for the parity sector where \( P_1 = P_2 = 0 \). The number \( P \) can be expressed as \( P = Q_r/2 \mod 2 \).

\[ \Psi(\phi_r + 2\pi) = e^{iP\pi}\Psi(\phi_r) \]

This new boundary condition ensures that the charge operator returns the correct number of charges when applied to the wave function.

There are two cases:

- If \( P = 0 \), \( \Psi(\phi_r + 2\pi) = \Psi(\phi_r) \). Writing this in the plane wave basis, we have \( \exp(iq_r(\phi_r + 2\pi)) = \exp(iq_r(\phi_r)) \). It is clear that \( q_r \) must take an integer value to satisfy this. As \( Q_r = -4ei\partial_\phi \), applying it to the wave function returns an even number of charges of the form \( 4en \), with \( n \) an integer. We have already seen how this is the relative charge between the islands in the \( P = 0 \)-sector.

- If \( P = 1 \), \( \Psi(\phi_r + 2\pi) = -\Psi(\phi_r) \). Now, \( \exp(iq_r(\phi_r + 2\pi)) = -\exp(iq_r(\phi_r)) \) is satisfied for \( q_r \) being a half-integer, and so, applying \( Q_r \) to the wave function yields a relative charge of the form \( 4en + 2e \), which is the form the relative charge must take for the \( P = 1 \)-sector.

Having seen that these twisted boundary conditions are a necessary requirement, we consider how this gauge transformation changes the operator \( Q_r^2 \).

\[ \hat{Q}_r^2\Psi' = (U\hat{Q}_rU^\dagger)^2U\Psi = U\hat{Q}_r^2U^\dagger U\Psi = U\hat{Q}_r^2U^\dagger\Psi' \]
The gauge transformation sends $\hat{Q}_r^2 \rightarrow (\hat{Q}_r + 2eP)^2$, and the Hamiltonian is brought to the form

\[ H_{tr} = 16e^2E_r(-i\partial_{\phi_r} + \alpha P)^2 - E_J\cos(\phi_r) \]

where $\alpha = 1/2$.

This is the same model as that of a Cooper-pair box system [52], and that of the transmon system explored by Koch et al [53]. The charging energy in that model corresponds to $4E_r e^2$ in our model. We absorb the square of the electron charge in our energy by letting $e^2E_r = E'_r$.

In the transmon model, the difference in energy of the $m$th eigenstate of the Hamiltonian when the gate charge is respectively $1/2$ and $0$, is given by

\[ \epsilon'_m = E_m(n_g = 1/2) - E_m(n_g = 0) \]

In our model, this corresponds to the energy difference

\[ \epsilon_m = E_m(P = 1) - E_m(P = 0) \]

For the transmon model, this energy difference has been shown to decay exponentially with increasing $E_J/E_r$-ratio. The difference in terms of the original transmon parameters is

\[ \epsilon_m \approx (-1)^mE_C\frac{2^{4m+5}}{m!}\sqrt{\frac{2}{\pi}} \left(\frac{E_J}{2E_C}\right)^{\frac{m}{2}+\frac{3}{4}} \exp\left(-\sqrt{\frac{8E_J}{E_C}}\right) \]
We are only interested in the ground state. Setting \( m = 0 \) and rewriting the difference in terms of the parameters of the split island system, we have

\[
\epsilon_0 \simeq 4 E'_r 2^{5} \sqrt{\frac{2}{\pi}} \left( \frac{E_J}{8 E'_r} \right)^{\frac{3}{4}} \exp \left(- \sqrt{\frac{2 E_J}{E'_r}} \right) \\
\simeq E'_r 2^{7} \sqrt{\frac{2}{\pi}} \left( \frac{E_J}{8 E'_r} \right)^{\frac{3}{4}} \exp \left(- \sqrt{\frac{2 E_J}{E'_r}} \right)
\]

By adjusting the ratio \( E_J/E_C \), one can go from a situation in which the splitting is vanishingly small, and states belonging to separate parity sectors are degenerate, to a situation in which the splitting is large, and they are not degenerate. The question is essentially when the two separate superconducting islands are so strongly coupled that they reduce to one superconducting island, which corresponds to the four-Majorana islands that we have discussed previously.

In the limit of large \( E_J/E_C \), Koch et al show how the Hamiltonian takes the form

\[
H_{\text{eff}}(P) = H_{\text{tr}}(\alpha P = 1/4) - \frac{\epsilon_0}{2} \cos(2\pi \alpha P) \\
= H_{\text{tr}}(\alpha P = 1/4) - \frac{\epsilon_0}{2} \cos(\pi P)
\]

The cosine function takes the value 1 (-1) for \( P = 0 \) (\( P = 1 \)). Recalling that the parities for the individual islands takes the form \( P_1 = i \gamma_1 \gamma_2 \), \( P_2 = i \gamma_3 \gamma_4 \), we can write the effective Hamiltonian as

\[
H_{\text{eff}}(P) = H(\alpha P = 1/4) - \frac{\epsilon_0}{2} i \gamma_1 \gamma_2 \\
= H(\alpha P = 1/4) - \frac{\epsilon_0}{2} i \gamma_3 \gamma_4.
\]

Thus effective intra-island couplings are introduced in the Hamiltonian. This concludes our discussion of this system, where we have seen that we can get the kind of coupling required to traverse the second kind of corner by tuning the Josephson coupling strength, \( E_J \).

### 4.3 Braiding

With the split island structure, it also becomes possible to perform braiding operations. We will look at the small section of the planar code marked in figure 4.11. We show how two Majorana modes can be braided in four steps. We employ figure 4.12 as a visual aid. The two Majorana modes that are braided are referred to as \( \gamma_2 \) and \( \gamma_3 \). To avoid clutter in figure 4.12, we only label the islands in the top-left panel. This labelling should be understood as valid for all panels in 4.12.
1. For this step, we use figure 4.12a and 4.12b as a visual aid. Initially, the unpaired Majorana modes $\gamma_2$ and $\gamma_3$ are $\gamma_1^l$ and $\gamma_3^l$, respectively. By switching on the coupling $i\gamma_1^d\gamma_1^r$ of the split island and switching off the coupling $i\gamma_1^r\gamma_2$, $\gamma_2$ is moved to $\gamma_2^l$.

2. For this step, we use figure 4.12b and 4.12c as a visual aid. Initially, the unpaired Majorana modes $\gamma_2$ and $\gamma_3$ are $\gamma_2^l$ and $\gamma_3^l$, respectively. By switching on the coupling $i\gamma_1^d\gamma_3^l$ and switching off the coupling $i\gamma_1^r\gamma_1^l$, $\gamma_3$ is moved to $\gamma_1^d$.

3. For this step, we use figure 4.12c and 4.12d as a visual aid. Initially, the unpaired Majorana modes $\gamma_2$ and $\gamma_3$ are $\gamma_2^l$ and $\gamma_1^d$, respectively. By switching on the coupling $i\gamma_1^r\gamma_2^l$ and switching off the coupling $i\gamma_1^r\gamma_3^l$, $\gamma_2$ is moved to $\gamma_3^l$. This successfully exchanges $\gamma_2$ and $\gamma_3$.

### 4.3.1 Calculation of the Berry phase of the braiding

We wish to calculate how the wave function changes under the braiding operation which was described in detail above. At the beginning and end of the process, the Hamiltonian is the same. The process is therefore a closed loop in the parameter space of the Hamiltonian. We can compute the Berry phase associated with this evolution. We start by noticing that the braiding essentially concerns four Majorana modes. The mode circled in green in figure 4.12 is the central mode, and throughout the process, it is always strongly coupled to one of three other modes. This central mode is $\gamma_1^r$. In
Figure 4.12: The various steps in the braiding process are illustrated. (a) is at $t = 0$ and (d) at $t = T$.

In figure 4.12a, $\gamma_1^r$ is coupled to the mode $\gamma_2^l$, in figure 4.12b to the mode $\gamma_1^d$ and in figure 4.12c to the mode $\gamma_3^l$. We label this central mode $\gamma_a$. Furthermore, we label $\gamma_2^l$, $\gamma_1^d$ and $\gamma_3^l$ by $\gamma_b$, $\gamma_2$ and $\gamma_3$, respectively.

Two of these modes, namely $\gamma_2$ and $\gamma_3$, belong to the set of four unpaired Majorana modes we have been considering so far. The two other ones, $\gamma_a$ and $\gamma_b$, are auxiliary
modes, and constitute a Fermion mode which we label $c_{\text{aux}}$. This system has been considered in the literature, and in the following, our approach mimics that presented in [54]. Recall the definitions of the Majorana modes in eq. 1.9. We then have two Fermion modes given by

$$c_{23} = \frac{\gamma_2 + i\gamma_3}{2}, \quad c_{\text{aux}} = \frac{\gamma_a + i\gamma_b}{2}$$

We formulate a Hamiltonian containing the relevant couplings and Majorana modes:

$$H = \sum_{n} \lambda_n i\gamma_a \gamma_n$$

Here, $\lambda_n$ denotes the coupling strength between the central Majorana mode, $\gamma_a$, and the mode $\gamma_n$, where $n$ is either $b, 2$ or $3$. If we consider each panel of figure 4.12 as a step in the adiabatic process, labelling the steps by the subfigure indices a), b) and so on, we can construct a table:

Table 4.1: Table showing the various coupling strengths at the different stages of the braiding process.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_b$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>M</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>M</td>
<td>0</td>
</tr>
<tr>
<td>b)</td>
<td>0</td>
<td>M</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>c)</td>
<td>0</td>
<td>0</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>0</td>
<td>M</td>
</tr>
<tr>
<td>d)</td>
<td>M</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We see that the Hamiltonian goes through a closed loop in parameter space, so that it at points a) and d) is the same. By finding the ground states of the Hamiltonian, we may calculate the Berry connections and thereby the Berry phase.

Recall the definitions of the Majorana modes in eq. 1.9. If we express the Majorana modes of the Hamiltonian in terms of Fermion modes, we can find the Hamiltonian matrix elements. In the basis spanned by the states

$$c_{23} = \frac{\gamma_2 + i\gamma_3}{2}, \quad c_{\text{aux}} = \frac{\gamma_a + i\gamma_b}{2}$$

$$\gamma_a = c_{\text{aux}}^\dagger + c_{\text{aux}}, \quad \gamma_b = i(c_{\text{aux}}^\dagger - c_{\text{aux}}), \quad \gamma_2 = c_{23}^\dagger + c_{23}, \quad \gamma_3 = i(c_{23}^\dagger - c_{23})$$
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In terms of the Fermion operators, the Hamiltonian takes the form

\[
H_{int} = H_1 + H_2 + H_3 = \sum_{k=1}^{3} \lambda_k \gamma_0 \gamma_k
\]

\[
= -\lambda_0 (c_{\text{aux}}^\dagger + c_{\text{aux}}) (c_{\text{aux}}^\dagger - c_{\text{aux}})
+ i\lambda_2 (c_{\text{aux}}^\dagger + c_{\text{aux}})(c_{23}^\dagger + c_{23})
- \lambda_3 (c_{\text{aux}}^\dagger + c_{\text{aux}})(c_{23}^\dagger - c_{23})
\]

In the Fock basis \{\ket{0_{23}0_{\text{aux}}}, \ket{0_{23}1_{\text{aux}}}, \ket{1_{23}0_{\text{aux}}}, \ket{1_{23}1_{\text{aux}}}\} we can find the matrix elements of the Hamiltonian. We use that

\[
\ket{0_{23}1_{\text{aux}}} = c_{\text{aux}}^\dagger \ket{0_{23}0_{\text{aux}}}, \quad \ket{1_{23}0_{\text{aux}}} = c_{23}^\dagger \ket{0_{23}0_{\text{aux}}}, \quad \ket{1_{23}1_{\text{aux}}} = c_{23}^\dagger c_{\text{aux}}^\dagger \ket{0_{23}0_{\text{aux}}},
\]

As before, the total Fermion parity of the system is conserved, and the Hamiltonian therefore splits into two blocks; one for the even and one for the odd parity subsector.

We find the matrix element \langle n_{23} n_{\text{aux}} \ket{H_b} n_{23}' n_{\text{aux}}' \rangle, where we allow for the two occupation number states to be different, indicated by the prime, as follows:

\[
\langle n_{23} n_{\text{aux}} \ket{H_b} n_{23}' n_{\text{aux}}' \rangle = -\lambda_0 \langle n_{23} n_{\text{aux}} \ket{c_{\text{aux}}^\dagger c_{\text{aux}} - c_{\text{aux}}^\dagger c_{\text{aux}} n_{23}' n_{\text{aux}}'}
= -2\lambda_0 \langle n_{23} n_{\text{aux}} \ket{n_{\text{aux}}' n_{23}' n_{\text{aux}}'} + \lambda_1 \langle n_{23} n_{\text{aux}} \ket{n_{23}' n_{\text{aux}}'}
\]

This means that for different occupation number states, the element \langle n_{23} n_{\text{aux}} \ket{H_b} n_{23}' n_{\text{aux}}' \rangle is zero, while the elements \langle 0_{23}0_{\text{aux}} \ket{H_b} 0_{23}0_{\text{aux}} \rangle = \langle 1_{23}0_{\text{aux}} \ket{H_b} 1_{23}0_{\text{aux}} \rangle = \lambda_0 \text{ and } \langle 0_{23}1_{\text{aux}} \ket{H_b} 0_{23}1_{\text{aux}} \rangle = \langle 1_{23}1_{\text{aux}} \ket{H_b} 1_{23}1_{\text{aux}} \rangle = -\lambda_0.

For the anti-diagonal elements, the matrix elements containing \( H_b \) are zero, while the other two terms do not vanish. For ease of reading, we suppress the subscripts on the occupation numbers below, and show how to calculate one of these elements:

\[
\langle 00 \ket{H_{11}} = \langle 00 \ket{H_2 11} + \langle 00 \ket{H_3 11} = i\lambda_2 \langle 00 \ket{c_{\text{aux}} c_{23} 11} - \lambda_3 \langle 00 \ket{c_{\text{aux}} c_{23} 11}
= i\lambda_2 + \lambda_3
\]

The remaining elements are calculated similarly, and the Hamiltonian matrix takes the form

\[
H = \begin{pmatrix}
\lambda_0 & 0 & 0 & i\lambda_2 + \lambda_3 \\
0 & -\lambda_0 & i\lambda_2 + \lambda_3 & 0 \\
0 & -i\lambda_2 + \lambda_3 & \lambda_0 & 0 \\
-i\lambda_2 + \lambda_3 & 0 & 0 & -\lambda_0
\end{pmatrix}
\]
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The Hamiltonian found in the paper by Van Heck et al [54] becomes the Hamiltonian above under a simple relabelling of the coupling strengths. The two degenerate ground states of the Hamiltonian are

\[ |e\rangle = \sqrt{\frac{\varepsilon + \lambda_b}{2\varepsilon}} \begin{pmatrix} i \frac{\lambda_3 - \varepsilon}{\lambda_2 + \lambda_3} \\ \frac{\lambda_3 - \varepsilon}{2\varepsilon} \\ 0 \\ 1 \end{pmatrix}, \quad |o\rangle = \sqrt{\frac{\varepsilon - \lambda_b}{2\varepsilon}} \begin{pmatrix} 0 \\ i \lambda_2 + \varepsilon \\ \lambda_2 + i\lambda_3 \\ 1 \end{pmatrix}, \]

The ground state vectors are labelled by \( e \) and \( o \), indicating even or odd quasiparticle number. We can compute the Berry connection matrices from these vectors as

\[ A_k = \begin{pmatrix} \langle e | \frac{d}{d\lambda_k} | e \rangle & 0 \\ 0 & \langle o | \frac{d}{d\lambda_k} | o \rangle \end{pmatrix} \]

Explicitly calculating the connection matrices yields

\[ A_1 = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \quad A_2 = \frac{\lambda_3}{\lambda_2^2 + \lambda_3^2} \begin{pmatrix} i \frac{\varepsilon - \lambda_b}{2\varepsilon} & 0 \\ 0 & i \frac{\varepsilon + \lambda_b}{2\varepsilon} \end{pmatrix}, \quad A_3 = \frac{-\lambda_2}{\lambda_2^2 + \lambda_3^2} \begin{pmatrix} 0 & 0 \\ i \frac{\varepsilon - \lambda_b}{2\varepsilon} & i \frac{\varepsilon + \lambda_b}{2\varepsilon} \end{pmatrix}. \]

The closed path in parameter space followed by the Hamiltonian gives the Berry phase, contained in the adiabatic time evolution operator:

\[ U = \exp \left( -\oint_C \sum_k A_k d\lambda_k \right) \quad (4.9) \]

The details of the calculation of this operator are deferred to the appendices. The result of the computation is that

\[ U = \exp \left( -i\frac{\pi}{4} \sigma_z \right) \quad (4.10) \]

This is in the basis spanned by \( \{ |e\rangle, |o\rangle \} \), with the even and odd subspace being those of the number states for the Fermion modes \( (c_{23}, c_{aux}) \). We may write this as

\[ U = e^{-i\pi/4} |e\rangle \langle e| + e^{i\pi/4} |o\rangle \langle o| \]

Thus, if we at time \( t = 0 \) have the state \( |e\rangle \), we at time \( t = T \) have \( U|e\rangle = e^{-i\pi/4} \).

We assume that the occupation of the number state for \( c_{aux} \) at \( t = 0 \) and \( t = T \) is 1, as the tunnel coupling \( i\lambda_b \gamma_a \gamma_b \) at these times is on, making the occupation number 1 more stable than 0. We select the matrix elements
\begin{align*}
\langle 0_{23}\text{aux}|U|0_{23}\text{aux} \rangle &= e^{i\pi/4}, \quad \langle 1_{23}\text{aux}|U|1_{23}\text{aux} \rangle = e^{-i\pi/4}, \\
\langle 0_{23}\text{aux}|U|1_{23}\text{aux} \rangle &= \langle 1_{23}\text{aux}|U|0_{23}\text{aux} \rangle^* = 0
\end{align*}

If we now remove the auxiliary Fermion, we get the even and odd subspace blocks of the braiding operator in the basis of number states for the Fermion modes \((c_{23}, c_{14})\). Ordering the basis as \((|00\rangle, |11\rangle, |01\rangle, |10\rangle)\), we have

\[
U = \begin{pmatrix}
    e^{i\pi/4} & 0 & 0 & 0 \\
    0 & e^{-i\pi/4} & 0 & 0 \\
    0 & 0 & e^{i\pi/4} & 0 \\
    0 & 0 & 0 & e^{-i\pi/4}
\end{pmatrix}.
\]

We can now rotate the even and odd subspace blocks into the representation spanned by number states of \((c_{12}, c_{34})\), by recalling the discussion in section 1.2.1; in particular eq. 1.12. If we select the even subspace block, we see that it can be written as \(e^{i\pi \sigma_z/4}\). The matrix connecting the bases \((c_{23}, c_{14})\) and \((c_{12}, c_{34})\) is

\[
U_{12\rightarrow 14} = \sqrt{\frac{1}{2}} \begin{pmatrix}
    1 & 1 \\
    1 & -1
\end{pmatrix}.
\]

We find the time evolution operator in the basis \((c_{12}, c_{34})\) as

\[
U(T) = U_{12\rightarrow 14} e^{i\pi \sigma_z/4} U_{12\rightarrow 14}^\dagger = e^{i\sigma_x \pi/4}
\]

These results are consistent with the expected outcome of a braiding of the Majorana modes, as discussed in chapter 1.

Had we instead assumed that the occupation number state for the auxiliary Majorana Fermion was 0 we would have found

\begin{align*}
\langle 0_{23}\text{aux}|U|0_{23}\text{aux} \rangle &= e^{-i\pi/4}, \quad \langle 1_{23}\text{aux}|U|1_{23}\text{aux} \rangle = e^{i\pi/4}, \\
\langle 1_{23}\text{aux}|U|0_{23}\text{aux} \rangle &= \langle 0_{23}\text{aux}|U|1_{23}\text{aux} \rangle^* = 0
\end{align*}

And we get the opposite result. This is related to the 'chirality' of the junction. The word chirality is used here to illustrate that depending on the negative or positive value of the quantity \(\text{sgn}(\lambda_3 \lambda_2 \lambda_1)\), we find the braiding operator \(e^{-i\sigma_z \pi/4}\) or \(e^{i\sigma_z \pi/4}\). We saw this effect at the start of chapter 4, where the calculation due to Sau, Tewari and Clarke provided a similar result. One could imagine that in a real system, the sign of the coupling constants might not be known, and one would perform measurements to determine the chiralities of the junctions. This information could then be used to realize whether one should perform a given adiabatic process or its inverse to obtain the desired quantum gate.
4.3.2 Calculation of braiding outcome using string operators

We can also obtain this braiding result from a simpler calculation, using string symmetries.

Consider the three operators shown in 4.13. At the start of the process \( t = 0 \), the strings labelled \( P_L \) and \( A \) commute with the Hamiltonian, and are therefore symmetries. At the end of the process \( t = T \), \( P'_L \) commutes with the Hamiltonian and is a symmetry of the system.

These operators are string operators connecting unpaired Majoranas. We used such string symmetries extensively in chapters 2 and 3. Recall for example the discussion relating to the horizontal motion of a Majorana mode. Such string symmetries square to unity. Consider the split island in the figure. We will number this split island as island \( N \). The product of \( P_L \) and \( A \) will trivially give the factors of \( P'_L \) on all islands but this one. For this specific island, we have the product \( (i \gamma^l_N \gamma^d_N)(i \gamma^d_N \gamma^r_N) = i(i \gamma^c_N \gamma^a_N) \). We therefore have that

\[
P_L A = iP'_L.
\]

In addition, because the pair of operators \( P_L \) and \( A \) share a single Majorana mode, we have

\[
\{P_L, A\} = 0 \quad \Rightarrow \quad \{P'_L, A\} = 0
\]

and as a consequence

\[
P_L P'_L = P_L P_L A = -P_L AP_L = -P'_L P_L \quad \Rightarrow \quad \{P_L, P'_L\}
\]

We recall from 1.10 that the parity of the left dislocation pair is encoded by the operator \( i \gamma_2 \gamma_1 \), corresponding to \( \sigma_z \). The parity operator \( i \gamma_1 \gamma_3 \) corresponds to \( \sigma_y \), and \( i \gamma_3 \gamma_2 \) to \( \sigma_x \). Based on this we make the association

\[
P_L \equiv -\sigma_z, \quad A \equiv -\sigma_x, \quad P'_L \equiv \sigma_y
\] (4.12)

the operators fulfil the appropriate commutation and product relations. Prior to the braiding operation, the Fermion parity operator of the left Majorana pair will be the string operator \( B_1 \). The braiding process exchanges Majoranas, so that the Fermion parity operator for the left pair becomes \( B'_1 \). In the Heisenberg picture, this transformation can be written as

\[
U(T)P_L U^\dagger(T) = P'_L
\]

which in terms of Pauli operators reads
Figure 4.13: (a) The system at the start \((t=0)\) of the adiabatic braiding process. The operators \(P_L\) and \(A\) are both symmetries of the system. (b) The system at the end \((t = T)\) of the process. Note that the dotted lines are not couplings that are turned off, but indicate the continuation of the system for an undetermined length.
\[ U(T) \sigma_z U^\dagger(T) = -\sigma_y. \]

This transformation is (up to a phase) a rotation of \( \pi/2 \) radians about the \( x \)-axis. Such rotations were discussed previously, and we have that

\[ R(n_x, \pi/2) = e^{-i \sigma_x \pi/4} = \sqrt{\frac{1}{2}} \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix}. \]

So we find the form of the braiding operator as

\[ U(T) = e^{-i \sigma_x \pi/4}. \quad (4.13) \]

### 4.4 Readout strategy

The final part of this chapter will discuss a strategy for the readout of the qubits of the system. A strategy using quantum interferometry is presented in [35], building on [55, 56]. In the following, we explain how this approach can be applied to the qubits we consider in this thesis.

Consider figure 3.3. If we take the diagonal coupling \( \lambda_2 \) to be on, and the vertical couplings labelled \( \lambda_1 \) to be off, we have a system with two unpaired Majorana modes. We couple each unpaired mode to a lead, and also connect the two leads by a wire which we will model by a single tunnelling amplitude. If a small bias voltage is applied between the two leads, a current will flow. By measuring the conductance, we can gain information about the state of the qubit. This scenario is effectively the same as the one in [35].

The Schrieffer-Wolff perturbation theory outlined in chapter 3 can be used to find an effective, low-energy Hamiltonian describing the transfer process. In addition to the tunnel couplings introduced in chapter 3, we will now also have the direct link between the two leads, labelled by \( \Psi_1 \) and \( \Psi_2 \), as well as tunnel couplings between the unpaired Majorana modes (labelled by \( \gamma_1 \) and \( \gamma_2 \)) and the leads. The Hamiltonian would then take the form

\[ H = H_{\text{surface code}} + it_1(\Psi_1 + \Psi_1^\dagger) \gamma_1 + it_2(\Psi_2 + \Psi_2^\dagger) \gamma_2 + t_{\text{wire}}(\Psi_2^\dagger \Psi_1 + \text{H. c.}) \]

Where \( t_{\text{wire}} \) is the tunnel coupling between the two leads, and \( t_i \) is the tunnel coupling between \( \gamma_i \) and \( \Psi_i \), with \( i \) taking one of the two values 1, 2.

We assume that the tunnel couplings are small compared to the charging energies. Our effective Hamiltonian will contain three tunnelling terms: two for paths through the unpaired Majoranas and through either the left \((P_L)\) or right \((P_R)\) string connecting
them, and one through the wire connecting \( \Psi_1 \) and \( \Psi_2 \). Referring to [35] we have that the low-energy Hamiltonian becomes

\[
H_{12} = \alpha(\xi + c_L P_L + c_R P_R) \Psi_1 \Psi_2 + \text{H. c.}
\]

and with our labelling of the coupling strengths, \( \alpha = -32t_1 t_2 / (t_{\text{wire}}^* E_C) \) while \( \xi = 5|t_{\text{wire}}|^2 / (16 E_C) \). The coefficients of the Majorana strings \( P_L \) and \( P_R \) depend on the length of these strings, which is determined by how far the Majorana modes are located from each other. The resulting conductance coincides with eq. of [35]:

\[
\frac{G_{12}}{e^2/h} = 4\pi^2 \nu_1 \nu_2 (g + g_L P_L + g_R P_R + g_{LR} P_L P_R) \tag{4.14}
\]

Thus, we should be able to measure the values of the strings \( P_L \) and \( P_R \). The product \( P_L P_R \) is also a symmetry of the system. A measurement of \( P_L \) and \( P_R \) is a measurement of the logical value of the qubit defined by the dislocation.
Conclusion

We have reviewed the basic aspects of Majorana modes and the toric and planar code models. We have shown how the planar code emerges in fourth order perturbation theory in a Majorana bound state (MBS) network. We introduced dislocations into this network by means of tunable tunnel couplings, and saw how, in fifth order perturbation theory, the planar code with twist defects emerged.

By going from the system without twist defects, and only tetragonal plaquettes to one with a pair of pentagonal plaquettes we were able to initialize the system in a specific state. The introduction of tunable couplings enabled us to move unpaired Majorana modes through the MBS network in the horizontal and vertical directions, as well as around one kind of corner. To enable motion around an oppositely oriented corner, and to thereby be able to perform braiding operations, we introduced a split island structure, and saw how it allowed us to shift between regimes of inter-and intra-island couplings.

We defined a protocol for braiding Majorana modes in the MBS network with twist defects, and calculated the associated Berry phase in two different ways. The obtained result agreed with expectations. Finally, we proposed a strategy for measuring the state of logical qubits in the system.
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Appendices
Appendix A

Unitary transformation of the Hamiltonian

We subject the Hamiltonian of eq. 3.16 to the transformation $U^\dagger H_{16\times16} U$, where $U = (1/2)^{1/2}(Y_2 Y_3 Y_6 Y_7 + X_7)$.

Under this unitary transformation, terms with the identity operator on the seventh island remain unchanged. The same is true for the term with an $X$-operator on island seven. We label the operators part of this term $h_x$:

$$h_x = Z_2 X_3 Z_6 X_7$$

and see that cross terms from $U^\dagger h_x U$ vanish, as:

$$Y_2 Y_3 Y_6 Y_7 h_x X_7 + X_7 h_x Y_2 Y_3 Y_6 Y_7 = h_x Y_2 Y_3 Y_6 Y_7 X_7 + X_7 Y_2 Y_3 Y_6 Y_7 h_x = [h_x, Y_2 Y_3 Y_6 Y_7 X_7] = 0$$

(A.1)

Where we have used $Y_2 Y_3 Y_6 Y_7 X_7 = -X_7 Y_2 Y_3 Y_6 Y_7$.

We label terms with either the $Z$- or $Y$-operator on the seventh island by $h_{yz}$:

$$h_{yz} = z_1 x_8 X_2 Z_7, \quad \text{or} \quad h_{yz} = z_1 x_8 X_2 Z_6 Y_7.$$  

For these terms we have that

$$Y_2 Y_3 Y_6 Y_7 h_{yz} Y_2 Y_3 Y_6 Y_7 = h_{yz}, \quad X_7 h_{yz} X_7 = -h_{yz}.$$  

(A.2)

So only cross-terms do possibly not cancel out in these two cases. We find

$$\frac{1}{2} (Y_2 Y_3 Y_6 Y_7 (z_1 x_8 X_2 Z_7) X_7 + X_7 (z_1 x_8 X_2 Z_7) Y_2 Y_3 Y_6 Y_7) = z_1 x_8 Z_2 Y_3 Y_6$$

(A.3)

and
\[ \frac{1}{2} (Y_2 Y_3 Y_7 (z_1 x_8 X_2 Z_6 Y_7) X_7 + X_7 (z_1 x_8 X_2 Z_6 Y_7) Y_2 Y_6 Y_7) = z_1 x_8 Z_2 Y_3 X_6 X_7 \] (A.4)

So the unitary transformation yields the Hamiltonian of eq. 3.17.
Appendix B

Calculational details of the Berry phase of the braiding process

In the following, we treat the situation where the coupling strengths cannot necessarily be tuned to zero. We label the maximum value of the couplings by $M$, and the minimum value by $m$. We split the integral over a closed path up into integrals over the segments of the path defined by the six steps shown in table 1 of the article.

\[
\oint \sum_k A_k d\lambda_k = \int_{\text{step 1}} \sum_k A_k d\lambda_k + \int_{\text{step 2}} \sum_k A_k d\lambda_k + \cdots + \int_{\text{step 6}} \sum_k A_k d\lambda_k
\]

The connection matrices mutually commute, so that we for two connection matrices have $[A_k, A_{k'}] = 0$.

In the first step, only $\lambda_2$ changes. For this reason, the integrals over $\lambda_b$ and $\lambda_3$ in step 1 vanish. This reduces the expression to

\[
\oint \sum_k A_k d\lambda_k = \int_{\lambda_2, \text{max}}^{\lambda_2, \text{min}} A_2 d\lambda_2 + \int_{\lambda_b, \text{max}}^{\lambda_b, \text{min}} A_b d\lambda_b + \cdots + \int_{\lambda_3, \text{max}}^{\lambda_3, \text{min}} A_3 d\lambda_3 \quad (B.1)
\]

$A_b$ is a zero matrix. For this reason, the second and fifth terms vanish. In the first step, $\lambda_3$ takes its minimal value, while $\lambda_b$ takes its maximal value. We label the minimal and maximal values of $\lambda_k$ by $m_k$ and $M_k$, respectively.

The matrix we need to integrate in the first step could then be written as $A_2(M_1, \lambda_2, m_3)$. The integral over the closed path can be written

\[
\oint \sum_k A_k d\Delta_k = \int_{m_2}^{M_2} A_2(M_b, \lambda_2, m_3) d\lambda_2 + \int_{m_3}^{M_3} A_3(m_b, M_2, \lambda_3) d\lambda_3
\]

\[
- \int_{m_2}^{M_2} A_2(m_b, \lambda_2, M_3) d\lambda_2 - \int_{m_3}^{M_3} A_3(M_b, m_2, \lambda_3) d\lambda_3
\]
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Where the negative signs come from swapping the integration limits. Inserting the explicit form of the connections and integrating yields a long expression, with the diagonal matrix elements consisting of sixteen terms. If we introduce two restraints $m_b = m_2 = m_3 = m$ and $M_b = M_2 = M_3 = M$, this reduces greatly, as we shall see. With these restraints we consider the explicit form of the connections. We see that integrating the connection $A_2(M, \lambda_2, m)$ with respect to $\lambda_2$ is equivalent to integrating the connection $-A_3(M, m, \lambda_3)$ with respect to $\lambda_3$. The same is true for the pair of connections $A_2(m, \lambda_2, M)$ and $-A_3(m, M, \lambda_3)$. We can handle the expression in terms of only $A_2$:

$$\oint_C \sum_k A_k d\Delta_k = 2 \int_m^M A_2(M, \lambda_2, m) d\lambda_2 - 2 \int_m^M A_2(m, \lambda_2, M) d\lambda_2$$

By inserting the explicit forms of $A_2(M, \lambda_2, m)$ and $A_2(m, \lambda_2, M)$ and integrating, we obtain

$$-\oint_C \sum_k A_k d\Delta_k = -i\alpha \sigma_z + i\beta \sigma_0$$

where

$$\alpha = -\arctan \left( \frac{M}{\sqrt{2m^2 + M^2}} \right) - \arctan \left( \frac{m}{\sqrt{m^2 + 2M^2}} \right) + \text{arcCot} \left( \frac{M}{\sqrt{2m^2 + M^2}} \right) + \text{arcCot} \left( \frac{m}{\sqrt{m^2 + 2M^2}} \right)$$

$$\beta = \frac{\pi}{2} - \arctan \left( \frac{M}{m} \right) - \arctan \left( \frac{m}{M} \right)$$

We label the quantity $m/M$ by $\varepsilon$ and consider the case $\varepsilon \ll 1$. By rewriting the expressions for $\alpha$ and $\beta$ we can perform a Maclaurin expansion in $\varepsilon$. We use that $\arctan(A/B) = \text{arcCot}(B/A)$ and that $\text{arcCot}(A) = \pi/2 - \arctan(A)$. 

85
\[ \alpha = \left[ -\arctan\left(\frac{1}{\sqrt{2\varepsilon^2 + 1}}\right) - \arctan\left(\frac{\varepsilon}{\sqrt{\varepsilon^2 + 2}}\right) \right. \\
+ \arccot\left(\frac{\sqrt{2\varepsilon^2 + 1}}{\varepsilon^2}\right) + \arccot\left(\varepsilon\sqrt{\varepsilon^2 + 2}\right) \right] \\
= \left[ -\arctan\left(\frac{1}{\sqrt{2\varepsilon^2 + 1}}\right) - \arctan\left(\frac{\varepsilon}{\sqrt{\varepsilon^2 + 2}}\right) \right. \\
+ \arctan\left(\frac{\varepsilon^2}{\sqrt{2\varepsilon^2 + 1}}\right) + \frac{\pi}{2} + \arctan\left(\varepsilon\sqrt{\varepsilon^2 + 2}\right) \right] \\
\approx -\frac{\pi}{4} - O(\varepsilon^2) - \frac{\varepsilon}{\sqrt{2}} + O(\varepsilon^3) + O(\varepsilon^2) + \frac{\pi}{2} - \frac{2\varepsilon}{\sqrt{2}} + O(\varepsilon^3) \\
\approx \frac{\pi}{4} - \frac{3\varepsilon}{\sqrt{2}} + O(\varepsilon^2) \]

\[ \beta = \left[ \frac{\pi}{2} - \arctan\left(\frac{1}{\varepsilon}\right) - \arctan(\varepsilon) \right. \\
= \frac{\pi}{2} - \left( \frac{\pi}{2} - \arctan(\varepsilon) \right) - \arctan(\varepsilon) = 0 \]

Consider the limit \( \varepsilon \to 0^+ \), where \( \varepsilon = m/M \). We rewrite the expression for \( \alpha \) in terms of \( \varepsilon \). It reduces to

\[ \alpha \approx \lim_{\varepsilon \to 0} \left[ -\arctan\left(\frac{1}{\sqrt{2\varepsilon^2 + 1}}\right) - \arctan\left(\frac{\varepsilon}{\sqrt{\varepsilon^2 + 2}}\right) \right. \\
+ \arccot\left(\frac{\sqrt{2\varepsilon^2 + 1}}{\varepsilon^2}\right) + \arccot\left(\varepsilon\sqrt{\varepsilon^2 + 2}\right) \right] \\
\approx -\arctan(1) - \arctan(0) + \arccot(\infty) + \arccot(0) \\
\approx -\frac{\pi}{4} - 0 + 0 + \frac{\pi}{2} = \frac{\pi}{4} \]

In this limit, in the adiabatic approximation, the time evolution operator reduces to

\[ U = \exp\left(-i\frac{\pi}{4}\sigma_z\right) \]